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| had no idea, getting interested in Al two
years ago, that being involved in the field
would involve such a persistent sense of un-
ease. | started out unequivocally excited, per-
haps a little naive; but over the years, the con-
cerned voices of economists, philosophers,
and the mass media have gradually seeped
into me, leaving me with an ill-defined feel-
ing of hesitation about what we’re heading to-
wards.

Trying to understand the situation a bit bet-
ter over the past months has been somewhat
overwhelming. Al touches so many different
areas that it's hard to hold everything in mind
at once. While there are points of concern
in many of these areas, there are three ar-
eas in particular which have stood out to me:
unemployment, the long-term risks of Al, and
lethal autonomous weapons systems (other-
wise known as ‘killer robots’).

Reading into these areas in more depth has
left me surprised. Al risk research is some-
thing that’s interested me for a while, but the
pressing issue right now doesn’t seem to be
the immediate need for research - rather, the
connotations that are becoming associated
with that research. With the second of these
areas, autonomous weapons, | began looking
into it only for the sake of completeness, but
found myself completely unaware of the grav-
ity of the situation. The biggest surprise, how-
ever, has been a change of opinion about the
danger of unemployment. | realise | am no
longer nearly so concerned about the immi-
nent threat of automation.

Given all that we’ve been hearing on the topic
of Al-related unemployment recently, this last
statement clearly requires some explanation.
So that the scene is set properly for the former
issues, let us in fact begin our discussion with
this last point.
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Unemployment

| was quite prepared to spend this essay argu-
ing that unemployment resulting from use of Al
was by far the most pressing issue right now.
The more I've read, though, the more I've got
the impression that the change is going to be
slower than it might appear.

At the start of my reading, the threat of unem-
ployment seemed clear. Automation in various
forms has been encroaching on the job market
for centuries. With the recent step change in
our machine learning capabilities, it seemed a
very reasonable concern that we may not be
far away from a step change in automation,
and hence unemployment, too.

Take autonomous vehicle technology. Com-
panies like Google and Tesla seem to be get-
ting pretty good at it. For most of us, self-
driving cars are going to be an unambigu-
ously good thing; promises of safer roads
and more leisure time abound. The ques-
tion is: what happens when that technol-
ogy makes, say, self-driving trucks possible?
There are 1.6 million long-haul truck drivers in
the US (McArdle, 2015). It's the most popu-
lar job in 29 states (Solon, 2016). It's one of
the last jobs left offering middle-class pay with-
out a college degree (Kitroeff, 2016). When
autonomous vehicle technology reaches the
trucking industry and makes all these drivers
redundant — what then?

Despite the apparently obvious problem, | was
surprised to find that some people don’'t seem
to be all that worried. The common arguments
I've heard for this position, though, haven'’t
convinced me.

“Jobs will be lost, yes; but the Al revolution
will create new jobs at the same time,” some
say. But | see no guarantee that the jobs cre-
ated will match the skills of the people being
made redundant. This is already a problem:
the global talent gap. The issue is not that
there aren’t enough jobs. The issue is that the
unfilled jobs require skills that the unemployed
population don’t have.
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Others say, “We've seen step changes in em-
ployment before; what about the industrial rev-
olution? We survived that alright” But this
doesn’t comfort me, because the world is such
a different place now. The internet, for exam-
ple, enables advancements in technology to
spread much quicker than ever before; and
this is especially significant when the rele-
vant technology is software. In general, it
seems like a bad idea to try and make pre-
dictions based on only superficially-similar his-
toric precedents.

The difficulty of making predictions in a highly
unpredictable world is clearly one of the ma-
jor factors limiting the quality of these discus-
sions. Whatever ideas one may have, it’s hard
to avoid concluding with anything but the in-
evitable cop-out of, “But then again, technol-
ogy changes so rapidly, who knows what may
happen?”

This got me to thinking: what are the
technology-invariant factors here? What dy-
namics will stay relevant regardless of what
new kinds of technology we come up with?
Of these factors, there’s been one in partic-
ular that’s struck me as significant: the Pareto
principle. And there’s no better example of
this principle than in the development of self-
driving cars.

My impression with autonomous vehicle tech-
nology is that we’re a lot further away from
complete human replacement than one might
think at first glance. Sure, we've seen the ex-
citing demos of self-driving technology. But
while these demos are impressive, it's worth
bearing in mind that even back in 2015,
a single talented hacker could get similar
demo-level functionality working in about a
month (Vance, 2015). The difficulty is appar-
ently not in getting something basically work-
ing; the difficulty is in getting it to work reliably,
in a wide range of conditions. As Tesla point
out in their response to said hacker’s efforts:
“This is the true problem of autonomy: getting
a machine learning system to be 99% correct
is relatively easy, but getting it to be 99.9999%
correct, which is where it ultimately needs to
be, is vastly more difficult.” (Tesla, 2015)

This dynamic is, essentially, what the Pareto
principle states: that the first 80% of the re-
sults tends to be achieved with the first 20% of
the efforts (though the exact proportions don'’t
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matter). And it’s this dynamic that makes me
think that change is going to be much slower
than we might expect.

Even Google’s efforts seem to be in line with
this principle. Their self-driving buggy with-
out even a steering wheel is pretty cool, but
there’s a catch: it can only safely go 25
mph (Farivar, 2015). Also, it doesn’t work in
snow (McArdle, 2015). Turning back to self-
driving trucks, if it's taken Google this long to
get to achieve autonomy in even these limited
conditions, I'd guess it's going to be a very
long time before complete autonomy can be
achieved for a multi-tonne truck travelling at
high speed down a freeway in rain, sleet, fog
and, indeed, often snow.

It's unsurprising, therefore, that current ef-
forts at truck automation, such as those from
Daimler (Davies, 2015) and recent startup
Otto (Lee, 2016), are instead targeting semi-
autonomous solutions. In good conditions, the
truck will drive itself. In bad conditions, a hu-
man driver in the cab can take over. In good
conditions, you still get the benefits of machine
control, like the ability to drive throughout the
night. But you're spared the difficulty of push-
ing all the way to the “99.9999%"” that’s re-
quired for complete automation.

| suspect this is a pattern we’ll see through-
out many industries. Sure, new technologies
are going to pop up. And we’ll see those tech-
nologies progress to the level of useful semi-
automation pretty quickly. But it’s going to take
much longer for the technology to mature to
the point where complete automation is possi-
ble.

This is not to say that complete automation
won’t happen eventually. But because of the
Pareto principle, | think the change is going to
be gradual. We're going to get advance warn-
ing of what’s happening. It seems unlikely that
it's going to be a step change.

| also don't mean to suggest that eventual
wide-scale automation isn’t something worth
thinking about and preparing for. Indeed, I'm
glad to see the issue receiving as much atten-
tion as it is. | only mean to say that it may be
a better use of our energies right now to focus
on other areas which are more pressing and,
perhaps, more neglected.

This brings us to the first of what | believe
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our current concerns really are: lethal au-
tonomous weapons systems.

Lethal Autonomous Weapons Systems

One of the tropes brought up often in the me-
dia over the past few years has been the im-
age of ‘killer robots’. For a long time, the
hyperbole that invariably accompanied such
media lead me not to take the issue seri-
ously. Even in retrospect, I'm not surprised
at my ignorance. Those kinds of discussions
never touched on what seems to be the real
issue: the consequences of an autonomous
weapons arms race.

First, let’s clarify what we’re talking about.
Lethal autonomous weapons systems
(LAWS), as they’re known more dryly, re-
fer to weapons which can make the decision
to kill entirely on their own, without explicit
go-ahead from a human. For example, the
drones currently in use don’t fall into this
category, because the decision to kill must
be made by a remote human operator. What
we’re talking about is, say, a drone that can
find and kill a target while being completely
disconnected from a pilot.

LAWS have already existed for a while — think
land mines. More recently, though, advances
in Al are starting to enable more sophisticated
forms of LAWS. For example, automated sen-
try guns have already been developed and de-
ployed along the border between North and
South Korea (Rabiroff, 2010). This trend looks
set to continue: with the advantages of LAWS
(e.g. immunity to communications jamming;
potentially more precise and accurate target-
ing; fewer soldiers’ lives on the line), many na-
tions are now investing heavily in their further
development (Goose & Wareham, 2017). The
question we now face is: should we allow this
trend to continue?

There are arguments both ways. On the one
hand, avoiding danger to soldiers’ lives, LAWS
lower the threshold of entry to conflict. And
because of the difficulty in distinguishing com-
batants from non-combatants, LAWS could
lead to an increase in the number of civilian
casualties (Goose & Wareham, 2017). On the
other hand, if we can program them with hu-
manitarian law, perhaps LAWS could be more
ethical than their stressed-out human counter-
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parts (Arkin, 2015).

The most forceful argument I've come across,
however, concerns the likely consequences of
a LAWS arms race. The idea is: once one
nation starts deploying sophisticated LAWS,
other countries will feel the need to step up
their own efforts to develop and deploy LAWS
of their own, leading to a positive feedback
loop (Future of Life Institute, 2015b). That
race is going to lead to even more sophisti-
cated forms of LAWS being developed, and
at ever lower prices. With proliferation hap-
pening all around the world, at some point
it seems inevitable that some units will fall
(or be sold) into the wrong hands. Consider
“the availability on the black market of mass
quantities of low-cost, anti-personnel micro-
robots that can be deployed by one person
to anonymously kill thousands or millions of
people who meet the user’s targeting crite-
ria” (Russell, Tegmark, & Walsh, 2015), and
you get the picture.

The proposal, therefore, is to ban LAWS be-
fore this arms race can get started.

Indeed, this is the direction that the gears of
international government - the UN Conven-
tion on Certain Conventional Weapons (CCW)
— are moving in. The problem is that they
may not be moving fast enough. Only at
the end of 2016, after three years of dis-
cussion, has the CCW agreed to establish a
Group of Governmental Experts under whom
the creation of new international law can be
discussed (Wareham, 2017a). Whether this
group will move quickly enough to prevent the
start of the race is still uncertain (Wareham,
2017a). It's not even clear whether this discus-
sion will really lead to a complete ban, or only
regulation limiting LAWS’ use (Goose & Ware-
ham, 2017). Given that deployment of sophis-
ticated LAWS may be only years away (Future
of Life Institute, 2015b), we're at a decisive
moment.

Reading about LAWS, I've been forced to ad-
mit that the ‘killer robot’ angle really does have
a grain of truth in it. There is, however, a sec-
ond angle of the scare I've gradually become
convinced it's worth taking seriously: the long-
term risks of Al. But it's not the risks them-
selves that | think are the most pressing is-
sue right now. The bigger issue at the mo-
ment is the culture that’s becoming associated
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with such concerns — and the limiting effect
that culture might have on the field’s growth.
This brings us to our second pressing issue:
opinion of Al risk research.

Opinion of Al Risk Research

Though the dangers of ‘killer robots’ have
been talked about for decades, research into
the long-term risks of Al only seems to have
started being taken seriously with the publica-
tion in 2014 of Nick Bostrom’s book ‘Superin-
telligence’ (Bostrom, 2016). Bostrom argues
that the real threat will come not from robots,
but from artificial general intelligence (AGI): Al
which is superhumanly capable across a wide
range of different tasks, rather than just the
narrow domains that current Al can deal with.
Consider Al with superhuman cognitive abili-
ties (without the rest of our ancestral baggage,
like emotions) that can be put to work on arbi-
trary problems, and you get the idea.

Such technology is, of course, not around
the corner. Reflecting, though, that over
the course of my fathers life, we went
from complete ignorance of DNA to being
able to precisely engineer super-muscular
dogs (Regalado, 2015), and from complete
lack of digital technology to small devices we
can fit in our pockets with radio access to the
sum of all human knowledge, it seems within
the realms of possibility that AGI may happen
within our lifetimes. AGI may be a way away,
but not so far as to be completely intangible to
us.

Despite being such a long way away, Su-
perintelligence concludes, Al risk research is
nonetheless something we need to start work-
ing on now. Why? Because the advent of
AGl is likely to be one of the most momen-
tous events in the history of mankind. After
AGl, we're likely to be forced onto one of two
paths. There’s the ‘bad’ path, where, for ex-
ample, AGI allows one organisation or state
to assume control; or where an errant AGI
set up with an faulty objective gradually con-
sumes all the world’s resources in order to
achieve its goal. But there’s also the ‘good’
path, where AGI allows us to solve a whole
slew of problems that have thus far proved
beyond the reach of our small, metabolically-
limited brains. Given the all-or-nothing nature
of the outcome, Superintelligence argues, and
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given that it may be difficult to alter our trajec-
tory once popularity of potentially unsafe al-
gorithms has passed some critical level, it's
worth us getting started as early as possible
on making sure that we get the good path.

The most pressing issue right now, however,
isn't the immediate need for research. Yes,
the proportion of the Al community that’s ded-
icated to risk research is less than what it ide-
ally would be. But given the long-term na-
ture of the problem, what’s important is not the
starting level, but the rate of growth the field
will experience over the coming decades. And
this is where | get worried.

The publication of Superintelligence around
the middle of 2014 succeeded in bringing
awareness of the issue to a broader audi-
ence. Some of that audience were in a posi-
tion to rebroadcast to a broader audience still:
over the subsequent months, we saw public
statements of concern from the likes of Elon
Musk in October 2014 (Gibbs, 2014), Stephen
Hawking in December 2014 (Cellan-Jones,
2014), and Bill Gates in January 2015 (Mack,
2015). Though beneficial in publicising the is-
sue, taken out of the context of the broader
discussion, these statements seem to have
had some undesirable consequences.

One of the consequences has come about
through the coincident media hype about re-
cent advances in machine learning. This
seems to have given some the impression that
the concern about the risks of AGl is based on
an assumption of imminence. A report in Jan-
uary to the US Department of Defense by the
JASON advisory group, for example, states
that “the claimed ‘existential threats’ posed by
Al seem at best uninformed...in the midst of
an Al revolution, there are no present signs of
any corresponding revolution in AGI” (JASON,
2017). But this is not the basis for the concern
at all. In fact, it's a measure of just how se-
riously those involved believe the future dan-
gers to be that even though AGl is likely to be
a very long way away, it’s still worth preparing
for now. It would be unfortunate if misunder-
standing on this point were to lead to misallo-
cation of resources.

There is, however, a second, more seri-
ous consequence. These statements, com-
bined with the above-mentioned Terminator
articles, seem to have created a media at-

42



AI MATTERS, VOLUME 3, ISSUE 3

mosphere where questions about the dan-
gers of Al have become appealingly provoca-
tive (Bostrom, 2016). This provocation has, in
turn, seem to have stirred up an (understand-
able) feeling of defensiveness among some in
the Al community. Mustafa Suleyman, one
of the co-founders of Google DeepMind, for
example, was quoted at a conference 2015
telling the audience that “Any talk of a su-
perintelligent machine vacuuming up all the
knowledge in the world and then going about
making its own decisions are absurd. There
are engineers in this room who know how
difficult it is to get any input into these sys-
tems.” (Arthur, 2015)

Indirectly, these statements and the media re-
action to them seem to have created a per-
ception of Al risk research as being something
of a silly thing to work on. And it’s this per-
ception of silliness that makes me concerned
about the field’s growth.

One problem is that it’s going to make it harder
to attract more people to the area. Given that
the field is already talent-limited (Whittlestone,
2017), it would be a mistake to stunt its growth
even further.

The bigger issue, though, is that this percep-
tion could lead to the broader Al community
becoming actively hostile towards those in-
volved in risk research. If such hostility arises,
then no matter how many people are working
on risk research, they may be prevented from
having any impact. They may, for example, be
unable to persuade those pursuing real-world
implementation to investigate safer alterna-
tives to existing algorithms (such as the inclu-
sion of reward uncertainty into reward learn-
ing algorithms (Alexander, 2017)). Without a
sense of everyone being on the same side, the
venture seems doomed from the start.

It's hard to say just how much investment in
risk research is going to be needed to ensure
a ‘safe’ future AGl-wise. It may be enough to
have only a small portion of the Al community
as a whole dedicated to the issue. But judging
from our current trajectory, there’s no guaran-
tee that we’ll get that balance right by just let-
ting things happen. That balance looks to be
something we’ll need to work on deliberately.

This brings us to our final section: what can
we actually starting doing?
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What can we do?

In summary:

e It seems unlikely that unemployment
through automation will occur as a step
change. Assuming that real-world appli-
cation of Al continues to follow the Pareto
principle, we’re more likely to see that
change happening gradually. Furthermore,
we're more likely to see human-machine
hybrid jobs than complete replacement of
humans. Given these two factors, and given
that the issue of unemployment is already
receiving a lot of attention, our further
efforts might be better spent on other issues
both more pressing and more neglected.

Within this category, | see two particularly im-
portant issues:

e Deployment of LAWS based on sophisti-
cated Al could lead to an arms race. An
arms race will lead to technology prolifer-
ation. Proliferation will make it easier for
groups with malicious intent to get their
hands on the technology and use it to, for
example, oppress a populace.

e Al risk research is in danger of becoming
seen as a silly topic. This is concerning
partly because the connotation will make it
hard to attract extra minds to an already
talent-limited field. The bigger concern,
however, is that without collaboration be-
tween the risk community and the rest of the
Al community, the impact of risk research
may be limited.

So what can we actually do about these is-
sues?

Despite being perhaps the most urgent prob-
lem, LAWS may be the simplest to actually
deal with. A lot of progress has been made
towards a full ban. All that remains is to make
sure that the real issues are not drowned out
by irrelevant hyperbole; to maintain sufficient
attention on the situation to ensure that the re-
maining steps towards a full ban take place.

One way that organisations can assist in this is
by lending their weight to the push for a ban.
Specifically, they can endorse the Campaign
to Stop Killer Robots — a group of NGOs that
has been instrumental in influencing the UN.
Public statements of support, such as those

43



AI MATTERS, VOLUME 3, ISSUE 3

from Clearpath Robotics in 2014 (Hennessey,
2014), give the campaign clout with which to
maintain their influence (Wareham, 2017b).

Organisations may also be able to help by
holding events to get the issue known about
more widely, encouraging more people to get
involved. The positions of the individual mem-
bers of the Group of Government Experts
will be partially a function of, for example,
the number of people writing to national rep-
resentatives, and media coverage resulting
from events publicising the issue. Organisa-
tions such as the ACM may promote such ac-
tion directly through member communications;
those at academic institutions might organise
local talks to get more people aware of what
the risks really are.

The question of how to get Al risk research to
be taken seriously is a more difficult one. The
various tropes have become so firmly estab-
lished in our collective consciousness that it’s
going to be hard to directly affect public per-
ception. However, | think there is at least hope
for change within the limited scope of the aca-
demic community.

One low-hanging fruit may be for more organi-
sations to offer awards and grants for work re-
lated to Al risk, as the Future of Life Institute is
already doing (Future of Life Institute, 2015a).
As well as enabling research, grants may help
to signal to the community that risk research
is something credible to be working on.

Another source of easy gains may be to en-
courage universities to offer courses on the
broader context of Al — an area that seems
to be conspicuously lacking in the curriculum
currently. In addition to informing students
of the real arguments for risk research, such
courses could address other problems that
have been pointed out in the computer sci-
ence curriculum, such as the need for ethics
education and awareness of the dangers of
dataset bias (National Science and Technol-
ogy Council, 2016). Attracting computer sci-
ence students towards such courses is, of
course, going to be a challenge; but | see a lot
of possibility for creative solutions here, such
as courses based on readings in science fic-
tion (Burton, Goldsmith, & Mattei, 2015).

Perhaps the most effective remedy to the is-
sue would simply be getting people together
to talk about it. Consider, for example, the
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apparent success of the Future of Life Insti-
tute’s ‘Beneficial Al' conference held at the be-
ginning of the year in Asilomar. Part of the
success of the conference was a step towards
a greater sense of unity in the field, drawing
on the range of expertise represented at the
conference to form the Asilomar Al principles
— a set of 29 principles agreed by the partic-
ipants of the conference as important to up-
hold, touching on aspects from Al safety to
ensuring that the benefits of Al will be shared
throughout society. However, the event was
also apparently successful in starting to break
down the cultural barriers surrounding the is-
sue. One participant noted that the confer-
ence was in part “a coming-out party for Al
safety research. One of the best received
talks was about ‘breaking the taboo’ on the
subject, and mentioned a postdoc who had
pursued his interest in it secretly lest his pro-
fessor find out, only to learn later that his pro-
fessor was also researching it secretly, lest ev-
eryone else find out.” (Alexander, 2017) Creat-
ing more opportunities for this kind of conver-
sation — whether in the form of conferences,
an evening of talks, or simply group discus-
sions — can only be a good thing.

Having got a better sense of the bigger picture
throughout the course of writing this essay, |
find myself feeling optimistic. Though it’s clear
there are dangers ahead of us — those cov-
ered here, along with many others — they’re
not just being swept under the rug. People are
taking notice of them.

Of all that I've read about, | think it’s the Asilo-
mar conference that has given me the most
hope. The fact that people from so many dif-
ferent parts of the field — machine learning
(Yann LeCun; Yoshua Bengio), risk research
(Nick Bostrom; Eliezer Yudkowsky), funding
(Sam Altman; Elon Musk), and so on — were
willing to come together to talk about where
things are going gives me a sense that cultur-
ally, we’re on the right track.

Whatever issues we may face over the com-
ing decades, at the broader level, it’s nurturing
and maintaining this culture that strikes me as
the most important thing going forward. It’s
only through this attitude that we’re going to
be able to continue making course corrections
where necessary — and that long-term, there-
fore, we really will be able to reach the kind of
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future that we all hope Al will take us to.
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