Introduction

The marriage of Artificial Intelligence (AI) techniques to problems surrounding the generation, maintenance, and use of source code has come to the fore in recent years as an important AI application area\(^1\). A large chunk of this recent attention can be attributed to contemporaneous advancements in Natural Language Processing (NLP) techniques and sub-fields. The naturalness hypothesis, which states that “software is a form of human communication” and that code exhibits patterns that are similar to (human) natural languages (Devanbu, 2015; Hindle, Barr, Gabel, Su, & Devanbu, 2016), has allowed for the application of many of these NLP advances to code-centric usecases. This development has contributed to a spate of work in the community – much of it captured in a survey by Allamanis, Barr, Devanbu, and Sutton (2018) that focuses on classifying these approaches by the type of probabilistic model applied to source code.

This increase in the variety of AI techniques applied to source code has found various manifestations in the industry at large. Code and software form the backbone that underpins almost all modern technical advancements: it is thus natural that breakthroughs in this area should reflect in the emergence of real world deployments.

AI4Code: Industrial Applications

There are several characterizations and groupings that can be made when considering applications of AI4Code. One that has already been discussed is predicated on the kinds of probabilistic models of code that are generated and exploited. Another is in terms of whether AI techniques are addressing code usecases (AI4Code); if code is being used to make AI problems easier to solve (Code4AI); or if AI/ML techniques are themselves being used to improve AI tools and lifecycles (AI4AI, or AutoAI/AutoML). Then there are classifications that are based on the specific location in the development-devops cycle where the AI techniques are being injected: this can be any stage starting from requirements gathering, through code generation and documentation, translation, testing, execution, and deployment. A final classification is in terms of the user role that is targeted by these AI4Code manifestations: some might target developers, while others target devops personas.

In the following, we present a non-exhaustive list of some recent AI4Code tools from a wide cross-section of industrial and applied research settings in order to introduce readers to the variety of AI applications in this space.

- **AutoAI** is a stream of work that applies AI techniques to automate machine learning and data science pipelines; recent work has looked at the issues inherent with humans in the loop in such end-to-end lifecycles (Wang et al., 2020).
- **CLAI\(^2\)** is an open-source project that brings AI advances to the command line to automate and ease developer and devops usecases (Agarwal, Barroso, et al., 2020).
- **CodeGuru\(^3\)** is a tool that provides developer oversight of code, particularly with an eye towards efficiency and cost.
- **CriticalHop\(^4\)** is a commercial AI planning engine that seeks to help users minimize Kubernetes and cloud deployment issues.
- **DeepCode\(^5\)** is an AI enabled code review engine that performs semantic code analysis to find critical issues and vulnerabilities.

---
\(^1\) This report builds on the content of a panel at the NeurIPS 2020 Industrial Expo on AI4Code at IBM + RedHat, hosted by the author.

\(^2\) https://github.com/ibm/clai

\(^3\) https://aws.amazon.com/codeguru/

\(^4\) https://www.criticalhop.com/

\(^5\) https://www.deepcode.ai/
• **Graph4Code**\(^6\) is a knowledge graph over code from Python programs that captures the semantics of that code.

• **IntelliCode**\(^7\) is an IDE plugin that tries to enable faster and more efficient coding for developers.

• **Kite**\(^8\) is an AI-powered code completion assistant that aims to minimize developer keystrokes.

• **ModelOps** is a cloud-based platform for end-to-end development and lifecycle management of AI applications (Hummer et al., 2019).

• **Mono2Micro**\(^9\) uses AI techniques to offer recommendations to refactor monolithic code into microservices.

• **Thoth**\(^10\) uses AI techniques to analyze and recommend software stacks for AI applications during deployment.

### Code Translation with Neural Models: A Human in the Loop Case Study

While the transfer of AI techniques into industrial tools for code has kept up a brisk pace, there is still much work to be done in terms of evaluating the impact of all these groundbreaking techniques and enriched tools. Specifically, the effect that these tools have on developers – who are the users at the center of this AI4Code revolution – remains to be fully measured. There have been nascent efforts in this space, e.g. the HAI-GEN workshop series\(^11\) at the ACM Intelligent User Interfaces (IUI) conference; and Xu, Vasilescu, and Neubig (2021)’s work.

One recent area of interest under the AI4Code umbrella has been the problem of code translation – that is, automatically translating source code in one language to another. Code translation has applications in many important scenarios, including the modernization of legacy code that runs critical infrastructure and applications in industries such as finance, travel, and government. There have been a number of AI4Code approaches (Nguyen, Nguyen, & Nguyen, 2014; Oda et al., 2015) that seek to cast the code translation problem as a special case of the more general *machine translation* task, which entails automatic translation between two (human) natural languages. Recently, unsupervised machine translation techniques have been applied to the code translation task, with great success. This is exemplified by the TransCoder (Roziere, Lachaux, Chanussot, & Lample, 2020) system, which trains a fully unsupervised neural transcompiler to translate functions between Java, C++, and Python.

The TransCoder model, which is a sequence to sequence (seq2seq) model (Sutskever, Vinyals, & Le, 2014), generates tokens at inference time that together make up the translation of a given input (source) function. The model is able to generate multiple translations using beam search decoding; this information can be used to compute token-level confidence scores for each token produced by the model. These confidence scores can then be shown to the human end-user in the absence of ground truth about a specific translation.

However, this raises an interesting issue: what is a human user to infer from these confidences? Apart from being able to order them ordinally, there is no correlation between the task at hand (code translation) and the output of the model. Agarwal, Talamadupula, et al. (2020) address this problem, and seek to *anchor* the confidence scores by correlating them to linter errors that are generated by the translated code. The thesis underlying their work is that human users – particularly those who are going to interact with and ultimately use the output of the AI system – need to sufficiently ground their understanding of that output to some intermediate representation from their domain of expertise. A detailed analysis of a user study on this usecase is presented in Weisz et al. (2021).

### Conclusion

In this article, we sought to briefly introduce and explore the area of AI4Code – i.e., the application of AI techniques to usecases revolving around source code. We showed that
in recent years, there has been an explosion of work in this area thanks to the naturalness hypothesis that draws a direct link between source code artefacts and the recent leaps in NLP that have occurred on human natural languages. We discussed the manifestation of some of these techniques in industrial and applied research scenarios, and provided a broad list of AI4Code deployments. This was followed by a deep dive into one specific effort centered around code translation; and an examination of one human in the loop issue around the deployment of this usecase. AI4Code remains a very exciting and fast-moving application area, and promises many breakthroughs in the days to come.
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