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Welcome to AI Matters, Volume 3, Issue 1
Eric Eaton, Co-Editor (University of Pennsylvania; aimatters@sigai.acm.org)
Amy McGovern, Co-Editor (University of Oklahoma; aimatters@sigai.acm.org)
DOI: 10.1145/3054837.3054838

Wow! It’s now the third year of AI Matters!
Time sure flies! As we start the third volume
of AI Matters, we are continuing the rollout
of new features. Over the past few issues,
you may recall that we introduced recurring
columns on AI Education, AI Amusements,
and Profiles of people in AI. These columns
are joined by two new columns in this issue:
AI Buzzwords Explained, and AI Policy.

The new column AI Buzzwords Explained
will focus each issue on introducing readers
to a current topic in AI, written by an expert in
the field. In this issue, the column focuses on
the topic of “scientific workflows.”

If you visited the new AI Matters blog
(http://sigai.acm.org/ai-matters/) recently, you
may have noticed the posts on current pol-
icy issues relating to AI by Larry Medsker, our
ACM SIGAI Public Policy Officer. Some re-
cent posts include the Stanford One Hundred
Year Study on Artificial Intelligence, AI and Fu-
ture Employment, and the interview with Jack
Clark of OpenAI on The Public Policy Implica-
tions of AI. We will be re-printing select posts
in AI Matters in the new AI Policy column, but
for the most current updates, be sure to see
the AI Matters blog.

In the AI Education column this issue, Todd
Neller describes open-access resources for AI
Education. Although you may be familiar with
many of these resources, hopefully it will intro-
duce you to some new resources that you can
use to further your own education or recom-
mend to students studying AI.

For the second instance of AI Spotlight, we
interview Jim Kurose, Assistant Director of the
National Science Foundation (NSF) for the Di-
rectorate for Computer and Information Sci-
ence and Engineering (CISE). We will con-
tinue to interview people involved in all as-
pects of AI, including academia, industry, and
government, and we welcome suggestions for
the next person you would like us to interview.

Copyright c© 2017 by the author(s).

This issue includes the final set of abstracts
of recent AI doctoral theses, continuing this
feature from our previous issue. Although
we’ve finished the special issues on doctoral
abstracts, we invite students to continue to
submit abstracts to appear in future issues.

We’ve made a few other minor changes to
bring us into volume 3 of AI Matters, includ-
ing new icons to help you identify the topic
of each article. We have also synchronized
the volume with the calendar year, and intro-
duced many improvements behind the scenes
to help us continue to scale.

Thanks for reading! Don’t forget to send your
ideas and future submissions to AI Matters!

Eric Eaton is a Co-Editor
of AI Matters. He is a fac-
ulty member at the Uni-
versity of Pennsylvania in
the Department of Com-
puter and Information Sci-
ence, and in the Gen-
eral Robotics, Automa-
tion, Sensing, and Per-
ception (GRASP) lab. His
research is in machine

learning and AI, with applications to robotics,
sustainability, and medicine.

Amy McGovern is a Co-
Editor of AI Matters. She
is an Associate Profes-
sor of computer science
at the University of Okla-
homa and an adjunct as-
sociate professor of me-
teorology. She directs
the Interaction, Discovery,
Exploration and Adapta-
tion (IDEA) lab. Her re-

search focuses on machine learning and
data mining with applications to high-impact
weather.
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AI Buzzwords Explained: Scientific Workflows
Daniel Garijo (Information Sciences Institute and Department of Computer Science, Univer-
sity of Southern California; dgarijo@isi.edu)
DOI: 10.1145/3054837.3054839

The reproducibility of scientific experiments
is crucial for corroborating, consolidating and
reusing new scientific discoveries. However,
the constant pressure for publishing results
(Fanelli, 2010) has removed reproducibility
from the agenda of many researchers: in a
recent survey published in Nature (with more
than 1500 scientists) over 70% of the partic-
ipants recognize to have failed to reproduce
the work from another colleague at some point
in time (Baker, 2016). Analyses from psy-
chology and cancer biology show reproducibil-
ity rates below 40% and 10% respectively
(Collaboration, 2015) (Begley & Lee, 2012).
As a consequence, retractions of publications
have occurred in the last years in several dis-
ciplines (Marcus & Oransky, 2014) (Rockoff,
2015), and the general public is now skepti-
cal about scientific studies on topics like pes-
ticides, depression drugs or flu pandemics
(American, 2010).

Reproducing the results of a previous study
can be a challenge, as even when the orig-
inal datasets and end results are available,
a significant investment in time may be re-
quired (Garijo et al., 2013). Fortunately, the
community has started to pay attention to ini-
tiatives for preserving the data and software
used in scientific publications (e.g., Zenodo,1

Github,2 etc.). In computational sciences, sci-
entific workflows were proposed in the last
decade as a means to address reproducibility.
A scientific workflow defines the set of com-
putational tasks and dependencies needed to
carry out in silico experiments (Taylor, Deel-
man, Gannon, & Shields, 2006). Typically, sci-
entific workflows are represented as directed
graphs, where the nodes represent computa-
tional tasks and the edges represent their de-
pendencies. Figure 1 shows an example with
two workflows, one for text analytics on the left
and another one for neuro-image analysis on
the right.

Copyright c© 2017 by the author(s).
1https://zenodo.org/
2http://github.com/

Scientific workflows have been used in many
domains, including astronomy [10], brain im-
age analysis (Dinov et al., 2009) and bioin-
formatics (Wolstencroft et al., 2013). Besides
improving reproducibility, scientific workflows
have also proved to be helpful in teaching new
users to visualize the overall structure of a
method, save time when reusing an existing
method and debug or inspect and modularize
scientific experiments (Goderis, 2008; Garijo
et al., 2014).

There are many challenges associated to sci-
entific workflows. During the last decade
plenty of systems have been designed to
efficiently represent and execute them in
both local and distributed environments (e.g.,
(Wolstencroft et al., 2013; Gil et al., 2011;
Deelman et al., 2004; Callahan et al.,
2006; Ludscher et al., 2006; Filgueira et
al., 2014; Giardine et al., 2005), etc.). Dif-
ferent approaches have focused in optimiz-
ing workflow execution (e.g., (Deelman et
al., 2004)) and their results (e.g., (Holl,
2014)). Other works have addressed work-
flow reuse (Garijo et al., 2014), (Goderis,
Sattler, Lord, & Goble, 2005), recommenda-
tion (Starlinger, Brancotte, Cohen-Boulakia,
& Leser, 2014; Bergmann & Gil, 2014) and
discovery (Goderis, 2008), (Bergmann & Gil,
2014), as building on previous findings is con-
sidered to be critical to push science forward.
Here we overview those aspects of workflows
related to reproducibility, i.e., workflow preser-
vation, traceability of the results and workflow
sharing.

There are two ways in which a workflow may
be preserved. The first way is by document-
ing the method captured by the workflow it-
self, i.e., providing enough details on each of
the tasks of the workflow for anyone to be
able to understand their functionality (Garijo
& Gil, 2011; Belhajjame et al., 2015). The
rationale is simple: given the pace at which
software and data evolve, it is difficult to en-
sure that within five, ten or twenty years the
whole workflow will still be reusable. This
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Figure 1: Two scientific workflows from two different workflow systems. The one on the left represents tasks
as rectangles and data with ovals, while the one on the right represents task in blue and inputs in grey.

is common in domains where scientific work-
flows rely on external web services and evolv-
ing community-built datasets (e.g., the Protein
Data Bank3 in bioinformatics). New releases
of software, changes to the existing APIs or
new data discoveries may supersede existing
resources, making them outdated and some-
times incompatible with the rest of the tasks
in the workflow. Therefore, documentation ap-
proaches tend to contextualize, describe and
generalize the functionality of every dataset
and task used in the workflow. Documentation
approaches are usually complemented with
sample data, pointing to archived versions of
the software to facilitate understanding the
original method. Another key feature of these
approaches includes documenting the prove-
nance of the results of a workflow. The prove-
nance of a result aims to capture its creation
process, i.e., all the steps that contributed to
its outcome, including the original datasets
and intermediate data. A provenance record
also attributes credit to the scientists respon-
sible for producing the result. There is a stan-
dard model for provenance publishing on the
web (Lebo et al., 2013), and related work
has extended it to publish scientific workflow
metadata4 (Garijo & Gil, 2011; Belhajjame et
al., 2015; Missier, Dey, Belhajjame, Cuevas-
Vicenttn, & Ludscher, 2013). Once a workflow
is documented, it may be included as part of

3http://www.rcsb.org/pdb/home/home.do
4http://vcvcomputing.com/provone/provone.html

a repository (Roure, Goble, & Stevens, 2009;
Mates, Santos, Freire, & Silva, 2011; Belhaj-
jame et al., 2013) for others to reuse.

The second way to preserve workflows is by
capturing their functionality in containers (e.g.,
Docker5 ) or virtual machines. This way the
workflow becomes a black box that performs
the experiment functionality, including inputs,
software and dependencies for execution. The
challenge relies in the creation process of
such containers. Approaches like (Chirigati,
Shasha, & Freire, 2013) monitor the execu-
tion of the experiment to create a virtual ma-
chine, while approaches like (Santana-Prez &
Prez-Hernndez, 2015) depend on the authors
to document the infrastructure details for the
workflow. Recent work has proposed a more
flexible approach, capturing each of the steps
of the workflow as an independent container
(Qasha, Cala, & Watson, 2016). Finally note-
books6 are gaining a lot of momentum as an
alternative lightweight method to encapsulate
and test script based experiments.

Scientific workflows have demonstrated to be
useful to re-execute, reuse and share the
methods and tasks commonly used in a com-
munity (Garijo et al., 2014). Workflows should
be treated as first class citizens in cyberinfras-
tructure (Gil et al., 2007), since they provide
the means of transparent and reproducible

5https://www.docker.com/
6http://jupyter.org/

5












































