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Welcome to AI Matters 5(1)
Amy McGovern, co-editor (University of Oklahoma; aimatters@sigai.acm.org)
Iolanda Leite, co-editor (Royal Institute of Technology (KTH); aimatters@sigai.acm.org)
DOI: 10.1145/3320254.3320255

Issue overview

Welcome to the first issue of the fifth vol-
ume of the AI Matters Newsletter! This issue
opens with some news on a new SIGAI Stu-
dent Travel Scholarship where we aim to en-
courage students from traditionally underrep-
resented geographic locations to apply and at-
tend SIGAI supported events. We also sum-
marize the fourth AAAI/ACM SIGAI Job Fair,
which continues to grow with the increasing
popularity of AI. In our interview series, Marion
Neumann interviews Tom Dietterich, an Emer-
itus Professor at Oregon State University and
one of the pioneers in Machine Learning.

In our regular columns, we have a summary
of recent and upcoming AI conferences and
events from Michael Rovatsos. Our educa-
tional column this issue is dedicated to “biduc-
tive computing”, one of Prolog’s most distinc-
tive features. Larry Medsker’s policy column
summarizes several policy aspects relevant to
the SIGAI community worldwide, including a
recent executive order for “Maintaining Amer-
ican Leadership In Artificial Intelligence” and
a summary of policy views on AI by Wolfgang
Wahlster, CEO and Scientific Director of the
German Research Center for AI.

We have two paper contributions for this issue.
The first paper is a continuation of the discus-
sion of an AI “cosmology” by our contributing
editors Cameron Hughes and Tracey Hughes.
The second paper proposes Experiential AI as
a new research agenda by a multidisciplinary
set of researchers including both artists and
scientists. The writers come from University
of Edinburgh and Herriot Watt University.

We close by bringing back our popular enter-
tainment/humor column with an AI generated
crossword puzzle by Adi Botea. We aim to
have this feature regularly now and we will
publish the solution in the following issue.

Finally, we would like to congratulate Yoshua
Bengio, Geoffrey Hinton, and Yann LeCun on

Copyright c© 2019 by the author(s).

receiving the 2018 ACM A.M. Turing Award!

Submit to AI Matters!
Thanks for reading! Don’t forget to send
your ideas and future submissions to AI
Matters! We’re accepting articles and an-
nouncements now for the next issue. De-
tails on the submission process are avail-
able at http://sigai.acm.org/aimatters.

Amy McGovern is co-
editor of AI Matters. She
is a Professor of com-
puter science at the Uni-
versity of Oklahoma and
an adjunct Professor of
meteorology. She directs
the Interaction, Discovery,
Exploration and Adapta-
tion (IDEA) lab. Her re-
search focuses on ma-

chine learning and data mining with applica-
tions to high-impact weather.

Iolanda Leite is co-editor
of AI Matters. She is an
Assistant Professor at the
School of Electrical En-
gineering and Computer
Science at the KTH Royal
Institute of Technology in
Sweden. Her research in-
terests are in the areas of

Human-Robot Interaction and Artificial Intelli-
gence. She aims to develop autonomous so-
cially intelligent robots that can assist people
over long periods of time.
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Open Student Travel Scholarships Scheme
Michael Rovatsos (University of Edinburgh; mrovatso@inf.ed.ac.uk)
DOI: 10.1145/3320254.3320256

As part of its portfolio of student-oriented ac-
tivities, SIGAI regularly supports its members
through the provision of travel scholarships.
To date, these have been primarily allocated
to key conferences (co-)sponsored by SIGAI,
but as the number of events we support for-
mally (whether through financial sponsorship
or “in-cooperation” status) has increased sub-
stantially, we have identified a need to reach
out to a broader community of students partic-
ipating in, and contributing to, a broader range
of events.

In response to this, we have recently created
a separate fund for student travel scholarships
open to all SIGAI student members who are
attending SIGAI-supported events (in excep-
tional cases, we may also provide support for
participation in events not directly associated
with SIGAI). We specifically want to encour-
age students to apply who come from geo-
graphical regions where generally fewer re-
sources for student travel are available, and
will generally prioritise students from disad-
vantaged or minority backgrounds in allocat-
ing funds.

This open scheme will run somewhat dif-
ferently from the traditional student scholar-
ship scheme, which was primarily managed
by conference organizers, and where SIGAI
only managed reimbursement of expenses
and published students’ post-conference re-
ports on its web site. Under the new scheme,
applicants are asked to complete an online
form directly to apply for a scholarship and
to contact the SIGAI Conference Coordination
Officer by email.

Applications for travel support are accepted
on a rolling basis without any set deadline,
and should be submitted by completing a form
linked from three months before the start of
the event. Applicants must supply personal
details, details of the event, the rationale for at-
tendance, and estimated breakdown of costs
with a statement about which part of these
costs can be covered from other sources.

Copyright c© 2019 by the author(s).

As before, students must be enrolled for full-
time study with a recognized academic institu-
tion, and must have been a member of ACM
SIGAI at the time of application. It is accept-
able to join ACM SIGAI just before making the
application, but priority will be given to appli-
cants who have been a member of ACM SIGAI
for a longer period of time. Students receiv-
ing partial financial support for attendance at
the event may request additional funding from
ACM SIGAI.

We hope this new scheme will enable us to
allocate more funds to support the represen-
tation of a diverse range of student attendees,
and to better respond to the needs of our stu-
dent members. As this is a new scheme,
we would be particularly interested in receiv-
ing feedback on the scheme and suggestions
for improvement. Details and the online form
can be found at https://sigai.acm.org/
activities/student_support.html.

Michael Rovatsos is
the Conference Coordi-
nation Officer for ACM
SIGAI, and a faculty
member at the Univer-
sity of Edinburgh. His
research in in multiagent
systems and human-
friendly AI. Contact him at
mrovatso@inf.ed.ac.uk.
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AAAI/ACM SIGAI Job Fair 2019: A Retrospective
Christopher Amato (Northeastern University; camato@ccs.neu.edu)
John P Dickerson (University of Maryland; john@cs.umd.edu)
DOI: 10.1145/3320254.3320257

Introduction

For the fourth year running, AAAI and ACM
SIGAI jointly ran the popular AAAI/ACM SIGAI
Job Fair. With the AAAI main conference
increasing in the number of submissions,
number of accepted papers, and attendance
each year, one would expect the job fair to
grow in turn; indeed, this year, we saw a
growth on both fronts. This year, twenty-six
companies formally attended—typically with a
booth, team of recruiters, swag, and other
representatives—increasing from twenty-one
companies during the job fair’s previous run
in 2018. In turn, many hundreds of stu-
dents, post-docs, and other job seekers ei-
ther uploaded their resumes or CVs before
the event, or uploaded their CVs after attend-
ing the event in person. Following this, as in
previous years, those resumes and CVs were
shared with participating companies. Those
companies are listed below.

Participating Companies
• Air Liquide R&D
• Amazon
• ASAPP
• Baidu
• CAIR, University of

Agder
• Conduent Lab US
• DiDi
• Diffbot
• Diveplane
• Elsevier
• Google AI
• IBM
• Jane Street
• JD.com
• Lionbridge

• Los Alamos Na-
tional Lab

• Lyft

• Microsoft

• NextAI

• Palo Alto Research
Center

• Raytheon BBN

• SIFT

• Thales CortAIx
R&D

• Unity

• USC/Information
Sciences Institute
(ISI)

• WeBank

Copyright c© 2019 by the author(s).

Building on momentum and feedback from
last year’s AAAI/ACM SIGAI Job Fair, this
year, a representative from each participating
company was given the opportunity to give
a 60-second pitch—which, in reality, turned
into something more like 120 seconds—
accompanied by a single slide. Last year,
we found that this served as a good way
to coalesce participants from both sides of
the market at the beginning of the job fair.
We observed that behavior again this year.
Many companies were interested in machine-
learning-based approaches to solving soci-
etal issues, as well as resource allocation
and logistics problems, self-driving cars and
other (semi-)autonomous-agent-based indus-
tries, and others. Participants hailed from all
over the world (e.g., China, Norway, Singa-
pore, US) and from industry, academia, and
the government.

Figure 1: The job fair kicked off with a brief intro
from organizers, followed by 1–2 minute pitches by
each of the participating firms.

This year, we also purchased a dedicated
domain—https://aaaijobfair.com/—
that will be passed down from organizer to
organizer, and will also allow present and
future firms and participants to view previous
iterations of the job fair. We hope this will
encourage the building of a brand for the job
fair itself. We also, of course, hope that all
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Figure 2: A representative from each of the partic-
ipating firms gave a 1–2 minute, single-slide pitch.

participants in this year’s fair enjoyed their
time and found the experience worthwhile!
If you have any comments regarding the fair
itself, or suggested improvements, please get
in touch!

Christopher Amato is an
Assistant Professor in the
Khoury College of Com-
puter Sciences at North-
eastern University. He
works in artificial intelli-
gence and robotics, with
specific focus on decision
making under uncertainty
in multi-agent and multi-
robot systems.

John P Dickerson is
an Assistant Professor
of Computer Science at
the University of Mary-
land. His research cen-
ters on solving practical
economic problems us-
ing techniques from com-
puter science, stochastic

optimization, and machine learning.
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AI Profiles: An Interview with Thomas Dietterich
Marion Neumann (Washington University in St. Louis; m.neumann@wustl.edu)
DOI: 10.1145/3320254.3320258

Introduction

Welcome to the eighth interview in our se-
ries profiling senior AI researchers. This
month we are especially happy to interview
our SIGAI advisory board member, Thomas
Dietterich, Director of Intelligent Systems at
the Institute for Collaborative Robotics and In-
telligence Systems (CoRIS) at Oregon State
University.

Figure 1: Tom Dietterich

Biography

Dr. Dietterich (AB Oberlin College 1977;
MS University of Illinois 1979; PhD Stan-
ford University 1984) is Professor Emeritus
in the School of Electrical Engineering and
Computer Science at Oregon State University,
where he joined the faculty in 1985. Dietterich
is one of the pioneers of the field of Machine
Learning and has authored more than 200 ref-
ereed publications and two books. His re-
search is motivated by challenging real world
problems with a special focus on ecological
science, ecosystem management, and sus-
tainable development. He is best known for
his work on ensemble methods in machine
learning including the development of error-
correcting output coding. Dietterich has also
invented important reinforcement learning al-
gorithms including the MAXQ method for hier-
archical reinforcement learning. Dietterich has

Copyright c© 2019 by the author(s).

devoted many years of service to the research
community. He served as President of the
Association for the Advancement of Artificial
Intelligence (2014-2016) and as the founding
president of the International Machine Learn-
ing Society (2001-2008). Other major roles in-
clude Executive Editor of the journal Machine
Learning, co-founder of the Journal for Ma-
chine Learning Research, and Program Chair
of AAAI 1990 and NIPS 2000. Dietterich is a
Fellow of the ACM, AAAI, and AAAS.

Getting to Know Tom Dietterich

When and how did you become interested
in CS and AI?

I learned to program in Basic in my early
teens; I had an uncle who worked for GE on
their time-sharing system. I learned Fortran in
high school. I tried to build my own adding ma-
chine out of TTL chips around that time too.
However, despite this interest, I didn’t really
know what CS was until I reached graduate
school at the University of Illinois. I first en-
gaged with AI when I took a graduate assis-
tant position with Ryszard Michalski on what
became machine learning, and I took an AI
class from Dave Waltz. I had also studied phi-
losophy of science in college, so I had already
thought a bit about how we acquire knowledge
from data and experiment.

What would you have chosen as your
career if you hadn’t gone into CS?

I had considered going into foreign service,
and I have always been interested in policy is-
sues. I might also have gone into technical
management. Both of my brothers have been
successful technical managers.

What do you wish you had known as a
Ph.D. student or early researcher?

I wish I had understood the importance of
strong math skills for CS research. I was a
software engineer before I was a computer
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science researcher, and it took me a while to
understand the difference. I still struggle with
the difference between making an incremen-
tal advance within an existing paradigm ver-
sus asking fundamental questions that lead to
new research paradigms.

What professional achievement are you
most proud of?

Developing the MAXQ formalism for hierarchi-
cal reinforcement learning.

What is the most interesting project you
are currently involved with?

I’m fascinated by the question of how machine
learning predictors can have models of their
own competence. This is important for mak-
ing safe and robust AI systems. Today, we
have ML methods that give accurate predic-
tions in aggregate, but we struggle to provide
point-wise quantification of uncertainty. Re-
lated to these questions are algorithms for
anomaly detection and open category detec-
tion. In general, we need AI systems that can
work well even in the presence of “unknown
unknowns”.

Recent advances in AI led to many
success stories of AI technology
undertaking real-world problems. What
are the challenges of deploying AI
systems?

AI systems are software systems, so the main
challenges are the same as with any soft-
ware system. First, are we building the right
system? Do we correctly understand the
users’ needs? Have we correctly expressed
user preferences in our reward functions, con-
straints, and loss functions? Have we done
so in a way that respects ethical standards?
Second, have we built the system we intended
to build? How can we test software com-
ponents created using machine learning? If
the system is adapting online, how can we
achieve continuous testing and quality assur-
ance? Third, when ML is employed, the re-
sulting software components (classifiers and
similar predictive models) will fail if the input
data distribution changes. So we must mon-
itor the data distribution and model the pro-
cess by which the data are being generated.

This is sometimes known as the problem of
“model management”. Fourth, how is the de-
ployed system affecting the surrounding social
and technical system? Are there unintended
side-effects? Is user or institutional behavior
changing as a result of the deployment?

One promising approach is combining
humans and AI into a collaborative team.
How can we design such a system to
successfully tackle challenging high-risk
applications? Who should be in charge,
the human or the AI?

I have addressed this in a recent short pa-
per (Robust Artificial Intelligence and Robust
Human Organizations. Frontiers of Computer
Science, 13(1): 1-3). To work well in high-
risk applications, human teams must function
as so-called “High reliability organizations” or
HROs. When we add AI technology to such
teams, we must ensure that it contributes to
their high reliability rather than disrupting and
degrading it. According to organizational re-
searchers, HROs share five main practices:
(a) continuous attention to anomalous and
near-miss events, (b) seeking diverse expla-
nations for such events, (c) maintaining con-
tinuous situational awareness, (d) practicing
improvisational problem solving, and (e) del-
egating decision making authority to the team
member who has the most expertise about the
specific decision regardless of rank. AI sys-
tems in HROs must implement these five prac-
tices as well. They must be constantly watch-
ing for anomalies and near misses. They must
seek multiple explanations for such events
(e.g., via ensemble methods). They must
maintain situational awareness. They must
support joint human-machine improvisational
problem solving, such as mixed-initiative plan-
ning. And they must build models of the ex-
pertise of each team member (including them-
selves) to know which team member should
make the final decision in any situation.

You ask “Who is in charge?” I’m not sure that
is the right question. Our goal is to create
human-machine teams that are highly reliable
as a team. In an important sense, this means
every member of the team has responsibil-
ity for robust team performance. However,
from an ethical standpoint, I think the human
team leader should have ultimate responsibil-
ity. That task of taking action in a specific situ-

8



AI MATTERS, VOLUME 5, ISSUE 1 5(1) 2019

ation could be delegated to the AI system, but
the team leader has the moral responsibility
for that action.

Moving towards transforming AI systems
into high-reliable organizations, how can
diversity help to achieve this goal?

Diversity is important for generating multiple
hypotheses to explain anomalies and near
misses. Experience in hospital operating
rooms is that often it is the nurses who first de-
tect a problem or have the right solution. The
same has been noted in nuclear power plant
operations. Conversely, teams often fail when
the engage in “group think” and fixate on an
incorrect explanation for a problem.

How do you balance being involved in so
many different aspects of the AI
community?

I try to stay very organized and manage my
time carefully. I use a machine learning sys-
tem called TAPE (Tagging Assistant for Pro-
ductive Email) developed by my collaborator
and student Michael Slater to automatically
tag and organize my email. I also take copi-
ous notes in OneNote. Oh, and I work long
hours...

What was your most difficult professional
decision and why?

The most difficult decision is to tell a PhD
student that they are not going to succeed
in completing their degree. All teachers and
mentors are optimistic people. When we meet
a new student, we hope they will be very suc-
cessful. But when it is clear that a student isn’t
going to succeed, that is a deep disappoint-
ment for the student (of course) but also for
the professor.

What is your favorite AI-related movie or
book and why?

I really don’t know much of the science fic-
tion literature (in books or films). My favorite
is 2001: A Space Odyssey because I think it
depicts most accurately how AI could lead to
bad outcomes. Unlike in many other stories,
HAL doesn’t “go rogue”. Instead, HAL cre-
atively achieves the objective programmed by

its creators. Unfortunately, as a side effect, it
kills the crew.

Help us determine who
should be in the AI Mat-
ters spotlight!

If you have suggestions
for who we should pro-
file next, please feel free
to contact us via email at
aimatters@sigai.acm.org.

9



AI MATTERS, VOLUME 5, ISSUE 1 5(1) 2019

Events
Michael Rovatsos (University of Edinburgh; mrovatso@inf.ed.ac.uk)
DOI: 10.1145/3320254.3320259

This section features information about up-
coming events relevant to the readers of AI
Matters, including those supported by SIGAI.
We would love to hear from you if you are are
organizing an event and would be interested
in cooperating with SIGAI, or if you have
announcements relevant to SIGAI. For more
information about conference support visit
sigai.acm.org/activities/requesting sponsor-
ship.html.

11th International Conference on
Agents and Artificial Intelligence
(ICAART 2019)
Prague, Czech Republic, February 19-21,
2019, www.icaart.org
The purpose of the International Conference
on Agents and Artificial Intelligence is to bring
together researchers, engineers and practi-
tioners interested in the theory and applica-
tions in the areas of Agents and Artificial In-
telligence. Two simultaneous related tracks
will be held, covering both applications and
current research work. One track focuses
on Agents, Multi-Agent Systems and Soft-
ware Platforms, Distributed Problem Solving
and Distributed AI in general. The other
track focuses mainly on Artificial Intelligence,
Knowledge Representation, Planning, Learn-
ing, Scheduling, Perception Reactive AI Sys-
tems, and Evolutionary Computing and other
topics related to Intelligent Systems and Com-
putational Intelligence.

International Conference on
Autonomous Agents and Multiagent
Systems (AAMAS 2019)
Montreal, Canada, May 13-17, 2019
aamas2019.encs.concordia.ca
AAMAS is the leading scientific conference for
research in autonomous agents and multia-
gent systems. The AAMAS conference series
was initiated in 2002 by merging three highly
respected meetings: the International Confer-
ence on Multi-Agent Systems (ICMAS); the

Copyright c© 2019 by the author(s).

International Workshop on Agent Theories,
Architectures, and Languages (ATAL); and
the International Conference on Autonomous
Agents (AA). The aim of the joint conference
is to provide a single, high-profile, interna-
tionally respected archival forum for scientific
research in the theory and practice of au-
tonomous agents and multiagent systems.

19th ACM International Conference on
Intelligent Virtual Agents (IVA 2019)
Paris, France, July 2-5, 2019
humanrobotinteraction.org/2019
ACM IVA 2019 is the 19th meeting of an
interdisciplinary annual conference and the
main leading scientific forum for presenting re-
search on modeling, developing and evaluat-
ing intelligent virtual agents (IVAs) with a focus
on communicative abilities and social behav-
ior. IVAs are interactive digital characters that
exhibit human-like qualities and can commu-
nicate with humans and each other using nat-
ural human modalities like facial expressions,
speech and gesture. They are capable of real-
time perception, cognition, emotion and action
that allow them to participate in dynamic social
environments. In addition to presentations on
theoretical issues, the conference encourages
the showcasing of working applications.
Submission deadline: March 8, 2019

13th ACM Conference on
Recommender Systems (RecSys 2019)
Copenhagen, Denmark, September 16-20,
2019, recsys.acm.org/recsys19
The ACM Recommender Systems Confer-
ence (RecSys) is the premier international fo-
rum for the presentation of new research re-
sults, systems and techniques in the broad
field of recommender systems. Recommen-
dation is a particular form of information filter-
ing, that exploits past behaviors and user sim-
ilarities to generate a list of information items
that is personally tailored to an end-user’s
preferences. As RecSys brings together the
main international research groups working on
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recommender systems, along with many of
the world’s leading e-commerce companies, it
has become the most important annual con-
ference for the presentation and discussion
of recommender systems research. RecSys
2019, the thirteenth conference in this series,
will be held in Copenhagen, Denmark. It will
bring together researchers and practitioners
from academia and industry to present their
latest results and identify new trends and chal-
lenges in providing recommendation compo-
nents in a range of innovative application con-
texts. In addition to the main technical track,
RecSys 2019 program will feature keynote
and invited talks, tutorials covering state-of-
the-art in this domain, a workshop program,
an industrial track and a doctoral symposium.
Submission deadline: April 23, 2019

34rd IEEE/ACM International
Conference on Automated Software
Engineering (ASE 2019)
San Diego, California, November 11-15 , 2019
2019.ase-conferences.org
The 34rd IEEE/ACM International Conference
on Automated Software Engineering (ASE
2019) will be held in San Diego from Novem-
ber 11 to 15, 2019. The conference is the pre-
mier research forum for automated software
engineering. Each year, it brings together
researchers and practitioners from academia
and industry to discuss foundations, tech-
niques, and tools for automating the analysis,
design, implementation, testing, and mainte-
nance of large software systems.
Submission deadline: May 13, 2019

6th International Workshop on
Sensor-based Activity Recognition
and Interaction (iWOAR 2019)
Rostock, Germany, September 16-17, 2019
iwoar.org/2019
The 6th International Workshop on Sensor-
based Activity Recognition and Interaction
(iWOAR) brings together researchers and
practitioners interested in systems that mon-
itor user behavior and condition, or that pro-
vide users with assistance. Particularly, this
workshop focuses on sensors and sensor in-
frastructures to detect user behaviors and to
provide interactions between users and sys-
tem; data and model-driven methods for hu-

man activity recognition; and methods for syn-
thesizing assistance and interaction strate-
gies. iWOAR 2019 welcomes research- and
application-oriented works as well as industry
paper submissions.
Submission deadline: June 15, 2019

Michael Rovatsos is
the Conference Coordi-
nation Officer for ACM
SIGAI, and a faculty
member at the Univer-
sity of Edinburgh. His
research in in multiagent
systems and human-
friendly AI. Contact him at
mrovatso@inf.ed.ac.uk.
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Conference Reports
Michael Rovatsos (University of Edinburgh; mrovatso@inf.ed.ac.uk)
DOI: 10.1145/3320254.3320260

This section features brief reports from recent
events sponsored or run in cooperation with
ACM SIGAI.

13th International Conference on
Foundations of Digital Games (FDG
18)
Malmö, Sweden, August 7-10, 2018
fdg2018.org
FDG seeks to promote the exchange of in-
formation concerning the foundations of dig-
ital games, technology used to develop digi-
tal games, and the study of digital games and
their design, broadly construed. The guiding
vision for this year’s conference was Creat-
ing Games from the Player and for the Player.
The role of the player has evolved from being
viewed as a mere consumer to a participant
holding a key role within the game design,
creation, and development processes. FDG
18 included presentations of peer-reviewed
papers (with rebuttal process), panels, work-
shops, and posters. The conference also
hosted competitions, tech demos, and a doc-
toral consortium. This year’s FDG confer-
ence had nominated five papers with honor-
able mention, and one of them was awarded
the best paper award by the conference at-
tendees during a special session. We had
the pleasure to host three invited keynotes by
Katherine Isbister, Aki Järvinen, and James
Newman, as well as an industry guest lec-
ture by Stefan Gudmundsson from King. In
addition to this, we organized the opening re-
ception as an open event in cooperation with
Game Habitat, with the aims of bridging the
gap between Games Industry and Academia.

33rd IEEE/ACM International
Conference on Automated Software
Engineering (ASE 2018)
Montpellier, France, September 3-7, 2018
www.ase2018.com
ASE 2018, this year’s edition of the premier

Copyright c© 2019 by the author(s).

research forum for automated software engi-
neering, was held at the CORUM conference
center in Montpellier, and was organized by
LIRMM (Laboratory of Informatics, Robotics,
Microelectronics of Montpellier), CNRS, Uni-
versity of Montpellier, and LGI2P (IMT-Mines
Alès), with the help of members from Univer-
sity of Toulouse, Bordeaux, ONERA and Uni-
versité De Montréal (UDM). The first two days
were allocated to workshops, tutorials, and
the doctoral symposium. The main confer-
ence was held from September 5 to Septem-
ber 7, and featured keynotes, as well as pa-
pers from the following categories: technical
(64), experience (5), new idea (11), journal
first (4), and demo (16). The main confer-
ence attracted about 285 people from more
than 38 countries, while workshops and tu-
torials welcomed respectively 64 and 30 peo-
ple. As a major highlight, ASE 2018 attracted
three internationally renowned keynote speak-
ers, whose talks featured a quite diverse set
of topics. In addition, ASE 2018 featured an
IEEE CS Harlan Mills Award keynote address
by Gail Murphy on “The Need for Context in
Software Engineering”. The ASE 2018 pro-
gramme included four co-located workshops
and three tutorials on topics such as test-
ing, software variability, and model-driven en-
gineering, as well as a Doctoral Symposium.
The conference was supported by several in-
dustrial sponsors including Huawei, Mobioos,
Berger Levrault, and Toyota InfoTech.

10th International Joint Conference on
Knowledge Discovery, Knowledge
Engineering and Knowledge
Management (IC3K 2018)
Seville, Spain, September 18-20, 2018
www.ic3k.org/?y=2018
IC3K 2018 was held in Seville and was spon-
sored by the Institute for Systems and Tech-
nologies of Information, Control and Commu-
nication (INSTICC) and co-organized by Uni-
versity of Seville as a local partner. IC3K 2018
was held in cooperation with ACM SIGAI and
several other national AI societies. IC3K is
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composed of three co-located complementary
conferences, the International Conference on
Knowledge Discovery and Information Re-
trieval (KDIR), the International Conference on
Knowledge Engineering and Ontology Devel-
opment (KEOD), and the International Con-
ference on Knowledge Management and In-
formation Sharing (KMIS). IC3K received 167
paper submissions from 42 countries and 18%
of the papers were published and presented
as full papers. Four invited talks were de-
livered by internationally distinguished speak-
ers, and the program also included a special
session on “Managing Digital Data, Informa-
tion and Records” and two tutorials, “Ontolo-
gies for Intelligent Vision Systems” and “Mak-
ing Enterprise Ontology a Potent Instrument”.
Additionally, a “Best Paper Award” and a “Best
Student Paper Award” were conferred at the
conference.

18th ACM International Conference on
Intelligent Virtual Agents (IVA’18)
Sydney, Australia, November 5-8, 2018
iva2018.westernsydney.edu.au
IVA 2018 was the 18th meeting of an inter-
disciplinary annual conference and the main
leading scientific forum for presenting re-
search on modeling, developing and evaluat-
ing intelligent virtual agents (IVAs) with a focus
on communicative abilities and social behav-
ior. For the first time in its history, the confer-
ence was hosted in Australia. The venue for
the conference was Western Sydney Univer-
sity’s Parramatta City Campus. The confer-
ence was attended by over 100 people from
around the world and featured a programme
of exciting keynote talks.

Michael Rovatsos is the
Conference Coordination
Officer for ACM SIGAI,
and a faculty member
of the School of Infor-
matics at the University
of Edinburgh, UK. His
research in in multia-
gent systems and human-
friendly AI. Contact him at

mrovatso@inf.ed.ac.uk.
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AI Education Matters: Biductive Computing with Prolog
Joshua Eckroth (Stetson University; jeckroth@stetson.edu)
DOI: 10.1145/3320254.3320261

Introduction

Prolog is a great language to include in an un-
dergraduate AI course. Its logical program-
ming paradigm challenges students to write
code in a way that is usually very different from
their other courses. Students struggle with its
approach but, in my experience, come to ap-
preciate its ability to handle a broad range of
AI tasks elegantly.

In my recent Model AI Assignment,1 I char-
acterized one of Prolog’s most distinctive and
powerful features, which I’ve termed “biductive
computing.” This article describes biductive
computing and discusses some projects that
make use of it. We also cover student feed-
back and some resources for teachers who
wish to incorporate Prolog into their courses.

Biductive Computing

Biductive computing refers to a combination of
“deductive” and “abductive” inference modes.
Prolog code is made of facts, rules, and
queries. Prolog executes programs by per-
forming inferences to determine if a query is
true given the facts and rules. Below, we char-
acterize the different kinds of inferences. The
query can contain a variable, which causes
Prolog to search for values that make the
query true. Note, variables always start with
a capital letter.

Consider a GPA calculator. Given a list
of a student’s courses and grades, Prolog
can compute the student’s GPA by following
rules about credits and averaging. Suppose
“grades” is shorthand for a list of courses and
grades, and GPA is a variable that will be filled
in by Prolog:

gpa(grades, GPA)

Suppose the resulting GPA is 3.5. We can call
this deductive inference or deductive comput-

Copyright c© 2019 by the author(s).
1http://modelai.gettysburg.edu/

2018/biductive/

ing because the rules of calculation are fol-
lowed in a deductive sense: the inputs are
well-defined and the output is computed ac-
cording to the rules.

In most situations, Prolog will also support re-
verse computations. By using the constraint
logic programming library (Triska, 2012), Pro-
log will be able to determine the course grades
in order to achieve a given GPA:

gpa(UnknownGrades, 3.5)

We can call this abductive computing because
we are determining the inputs in order to get a
desired output. This is also sometimes called
“reverse deduction.”

The key is that the same Prolog code sup-
ports both kinds of logical inference. One only
needs to write code for the rules of the do-
main – Prolog takes care of the forward and
backward inferences. Putting deductive and
abductive modalities together, we have “biduc-
tive computing.”

This means we can give partial information
for either inputs or outputs. For example, we
can know some of the student’s grades but not
their grades for the current semester, and we
can know (or desire) that the GPA is within a
certain range:

gpa(PartiallyKnownGrades, GPA),
GPA >= 3.0

Prolog will fill in the unknown grades with real
grades and give back the resulting GPA. If the
student cannot achieve a 3.0 GPA, Prolog will
tell us there is no solution.

Prolog as a State of Mind

My students and I have successfully used
Prolog and biductive computing for a vari-
ety of projects. My Model AI Assignment
shows some projects suitable for a class.
These projects include database querying,
planning, parsing, and even probabilistic rea-
soning. Modern Prolog systems can integrate
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with Java and web environments, further en-
hancing the variety of use cases that Pro-
log can support. For example, my book AI
Blueprints (Eckroth, 2018) includes a chapter
in which Prolog is used with deep learning and
NLP, using the Rasa library,2 to develop an in-
telligent chatbot. The code for this example is
freely available.3

The GPA example above is based on the Tarot
course advising system that a student and I
developed in Prolog using a biductive com-
puting approach (Eckroth & Anderson, 2019).
Tarot can find which classes a student needs
to take to finish their degree and calculate their
GPA. It even places these classes in a 4-year
semester-by-semester plan. It’s also capa-
ble of finding which major is easiest to switch
to, finding whether a certain desired elective
course can be taken at a certain time, and
finding the optimal semester abroad. Without
any changes to the code, it can also find when
prerequisite courses should be offered in or-
der for, say, a particular course to be taken by
students in a certain semester. This is all ac-
complished in less than 150 lines of code.

One of my senior research students is de-
veloping an e-sports ranking system. Using
biductive computing, he is able to code the
logic of the rankings, and then ask if a certain
team can achieve a certain rank, if a certain
match is on a critical path to a championship,
and so on.

This student’s reflections on using Prolog for
this project characterizes the common reac-
tion I have seen from students who learn Pro-
log:

“I’ve found that Prolog and more popu-
lar forms of AI, like machine learning, to
be useful in almost opposite ways. Ma-
chine learning and neural nets are use-
ful as a dynamic and unpredictable way of
creating agents that can identify patterns
in data and make decisions based on that
with little human input, whereas Prolog is
useful as a language for developing a ma-
chine with precise, encyclopedic knowl-

2https://github.com/RasaHQ/rasa nlu
3https://github.com/

PacktPublishing/AIBlueprints/tree/
master/ch07-understanding-queries
-and-generating-responses

edge of a complex system that I can de-
fine arbitrarily, with a capacity to handle
emergent complexity from relatively sim-
ple rules and procedures. This makes it
tremendously useful in the right circum-
stances.” — Hayden Estey, Senior, Stet-
son University

Other students who worked with Prolog in my
AI course had similar reactions. They said that
Prolog was “fun but hard,” probably due to the
unfamiliar approach to problem-solving com-
pared to Java, Python, etc. They also said
that Prolog was more “principled” than popu-
lar libraries like Pandas and Scikit. They felt
that Prolog established a set of rules and stuck
to them, whereas other libraries sometimes
include too many ways to accomplish simple
tasks, making it difficult to learn the canoni-
cal way to write code. While Prolog is clearly
not the best tool for all jobs – there’s no rea-
son to use it for building a neural network, for
example – its precision at representing facts
and rules and performing inferences in logical
problem domains is unparalleled.

Pedagogical Resources

Have a look at the following resources for
ideas about how to use Prolog in your course.
From my Model AI Assignment, consider
biductive computing projects in the areas of,

• Database querying to build a Pokédex (i.e.,
a Pokémon database)

• Course planning as a simplified version of
the Tarot system

• Recursive parsing for knitting patterns
• Probabilistic reasoning for solving a crime

Additional resources include,

• Chapter 7 of AI Blueprints (Eckroth, 2018)
for an example that integrates machine
learning and Prolog to build a chatbot

• ”Adventures with Prolog: Entering the Dun-
geon Lord’s Lair”, a Model AI Assignment
from 2016 that helps students practice with
the fundamentals of the language4

• ”Learn Prolog Now!”, a free online introduc-
tory book5

4http://modelai.gettysburg.edu/
2016/prolog/

5http://www.learnprolognow.org/

15

https://github.com/RasaHQ/rasa_nlu
https://github.com/PacktPublishing/AIBlueprints/tree/master/ch07-understanding-queries-and-generating-responses
https://github.com/PacktPublishing/AIBlueprints/tree/master/ch07-understanding-queries-and-generating-responses
https://github.com/PacktPublishing/AIBlueprints/tree/master/ch07-understanding-queries-and-generating-responses
https://github.com/PacktPublishing/AIBlueprints/tree/master/ch07-understanding-queries-and-generating-responses
http://modelai.gettysburg.edu/2016/prolog/
http://modelai.gettysburg.edu/2016/prolog/
http://www.learnprolognow.org/


AI MATTERS, VOLUME 5, ISSUE 1 5(1) 2019

References

Eckroth, J. (2018). AI Blueprints: How to build
and deploy AI business projects. Packt
Publishing.

Eckroth, J., & Anderson, R. (2019). Tarot:
A course advising system for the future.
The Journal of Computing Sciences in
Colleges, 34(3), 108-116.

Triska, M. (2012). The finite domain con-
straint solver of SWI-Prolog. In Flops
(Vol. 7294, p. 307-316).

Joshua Eckroth joined
the Math and Computer
Science Department at
Stetson University in fall
2014 as an assistant
professor. He earned
his Ph.D. from The Ohio
State University in the
areas of artificial intel-

ligence and cognitive science, focusing on
abductive reasoning and metareasoning. He
edits the website AITopics, one of the most
important sources of information on Artificial
Intelligence trends. He is also the chief
architect at i2k Connect.

16



AI MATTERS, VOLUME 5, ISSUE 1 5(1) 2019

AI Policy Matters
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Abstract

AI Policy is a regular column in AI Matters
featuring summaries and commentary based
on postings that appear twice a month in the
AI Matters blog (https://sigai.acm.org/aimatters/
blog/). Selected posts are summarized in is-
sues of AI Matters.

Introduction
The SIGAI Public Policy goals are to
• promote discussion of policies related to AI

through posts in the AI Matters blog on the
1st and 15th of each month,

• help identify external groups with common
interests in AI Public Policy,

• encourage SIGAI members to partner in
policy initiatives with these organizations,
and

• disseminate public policy ideas to the SIGAI
membership through articles in the newslet-
ter.

I welcome everyone to make blog comments
so we can develop a rich knowledge base of
information and ideas representing the SIGAI
members.

Issues for 2019

Initial topics for the SIGAI Policy Blog are the
following:

Facebook continues to draw attention to the
general issue of data privacy and the role of
personal data in business models. See NY
Times on Facebook Privacy and FaceBook
Partners.

Facial recognition software is known to be
flawed, having side effects of bias, unwanted
surveillance, and other problems. The Safe
Face Pledge, developed by the Algorithmic
Justice League and Georgetown University
Law Center of Privacy & Technology, is an
example of emerging efforts to make organi-
zations aware of problems with facial recog-
nition products, for example in autonomous

Copyright c© 2019 by the author(s).

weapons systems and law enforcement agen-
cies. The Safe Face Pledge asks that com-
panies commit to safety in business practices
and promote public policy for broad regulation
and government oversight on facial recogni-
tion applications.

“Autonomous” Things – The R&D for “au-
tonomous” vehicles and other devices that
dominate our daily lives pose challenges for
technologies as well as for ethics and policy
considerations. In 2018, we discussed lan-
guage that aims at safety and degrees of au-
tonomy rather than having, possibly unattain-
able, goals of completely autonomous things.
A better approach may be the correct balance
between technology and humans in hybrid de-
vices and systems. See, for example, the Un-
manned Integrated Systems Roadmap, 2017-
2042 and Ethically Aligned Design. In a re-
cent interview, Dr. Harold Szu, a co-founder
and former governor of the International Neu-
ral Network Society, discusses research ideas
that better mimic human thinking and that
could dramatically reduce the time to develop
autonomous technology. He discusses a pos-
sible new level of brain-style computing that
incorporates fuzzy membership functions into
autonomous control systems. Autonomous
technology incorporating human characteris-
tics, along with safety policies and earlier ar-
rival of brain-style technologies, could usher
in the next big economic boom.

The Future of Work and Education is a topic
that not only tries to predict the workforce of
the future but also how society needs to pre-
pare for it. Many experts believe that our cur-
rent school systems are not up to the chal-
lenge and that industry and government pro-
grams are needed for the challenges emerg-
ing in just a few years. See, for example, writ-
ing by the Ford Foundation and the World Eco-
nomic Forum, as well as discussions at the re-
cent EAAI-19 and AAAI-19 meetings. Oppor-
tunities and innovation in education and train-
ing for the workforce of the future rely crucially
on public policy about workers in the era of in-
creasing use of AI and other automation tech-
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nologies. An important issue is who will pro-
vide training that is timely (by 2030), practical,
and affordable for workers who will need to
transition to the anticipated new types of jobs.
The stakeholders along with workers are the
schools, employers, unions, and community
groups. Even if more jobs are created than
lost, work in the AI future is disproportionately
available to the range of people in the current
and near-future workforce.

We welcome your feedback and discussions
as we enter the 2019 world of AI and policy!

American AI Initiative (AAII)

President Trump issued an Executive Order
on February 11, 2019, entitled “Maintaining
American Leadership In Artificial Intelligence”.
The full text is at AAII.

The American AI Initiative order of course
needs analysis and discussion of implemen-
tation details. Two sections of the Executive
Order give hope for opportunities to provide
public input: Sec (5)(a)(1) Within 90 days of
the date of this order, the OMB Director shall
publish a notice in the Federal Register invit-
ing the public to identify additional requests
for access or quality improvements for Fed-
eral data and models that would improve AI
R&D and testing. These actions by OMB will
help to identify data sets that will facilitate non-
Federal AI R&D and testing; and Sec (6)(b) (b)
To help ensure public trust in the development
and implementation of AI applications, OMB
shall issue a draft version of the memoran-
dum for public comment before it is finalized.
Please stay tuned for ways that our ACM US
Technology Policy Committee (USTPC) can
help us provide our feedback on the imple-
mentation of the Executive Order.

A summary and analysis report is available
from the Center for Data Innovation: Executive
Order Will Help Ensure U.S. Leadership in AI.
They comment that the administration “needs
to do more than reprogram existing funds for
AI research, skill development, and infrastruc-
ture development” and “should ask Congress
for significant funding increases to

• expand these research efforts;
• implement light-touch regulation for AI;
• resist calls to implement roadblocks or

speed bumps for this technology, including
export restrictions;

• rapidly expand adoption of AI within govern-
ment;

• implement comprehensive reforms to the
nation’s workforce training and adjustment
policies.”

On Overpromising AI

A recent article Artificial intelligence is
nowhere near the real thing, says German AI
chief, by Anna Kelly, gives policy-worthy ideas.
“In his 20 years as head of Germany’s biggest
AI research lab Wolfgang Wahlster has seen
the tech hype machine splutter three times. As
he hands over to a new CEO, he warns col-
leagues: Don’t over-promise. The computer
scientist who has just ended a 20-year stint as
CEO of the German Research Centre for Ar-
tificial Intelligence says that “[warning] greatly
underestimates the distance between AI and
its human counterpart. We’re years away from
a game changer in the field. I always warn
people, one should be a bit careful with what
they claim. Every day you work on AI, you see
the big gap between human intelligence and
AI”.

For AI policy, we should remember to look
out for overpromising, but we also need to be
mindful of the time frame for making effective
policy and fully engage now. This effort impor-
tantly informs policymakers about the real op-
portunities to make AI successful. A recent ar-
ticle in The Conversation by Ben Shneiderman
“What alchemy and astrology can teach arti-
ficial intelligence researchers,” gives insight-
ful information and advice on how to avoid
being distracted away “...from where the real
progress is already happening: in systems
that enhance rather than replace human
capabilities.” Shneiderman recommends that
technology designers shift “from trying to re-
place or simulate human behavior in machines
to building wildly successful applications that
people love to use.”

Follow the Data

The Ethical Machine – Big Ideas for Design-
ing Fairer AI and Algorithms is a “project
that presents ideas to encourage a discus-
sion about designing fairer algorithms” of the
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Shorenstein Center on Media, Politics, and
Public Policy, Harvard Kennedy School. The
November 27, 2018, publication is Follow the
Data! Algorithmic Transparency Starts with
Data Transparency by Julia Stoyanovich and
Bill Howe. Their focus is local and municipal
governments and NGOs that deliver vital hu-
man services in health, housing, and mobility.

In the article, they give a welcome emphasis
on the role of data instead of the common fo-
cus on just algorithms. They write, “data is
used to customize generic algorithms for spe-
cific situations,” that is to say that algorithms
are trained using data. The same algorithm
may exhibit radically different behavior - “make
different predictions; make a different number
of mistakes and even different kinds of mis-
takes when trained on two different data sets.
In other words, without access to the training
data, it is impossible to know how an algorithm
would actually behave.”

US and European Policy

Adam Eisgrau, ACM Director of Global Policy
and Public Affairs, published an update on the
ACM US and Europe Policy Committees in the
November 29 ACM MemberNet. Key points
are:

• The ACM US Technology Policy Commit-
tee submitted comments to the National
Telecommunications and Information Ad-
ministration.

• Chairs of ACM’s Europe Council and ACM
Europe Technology Policy Committee to-
gether wrote to the chief of staff of the Eu-
ropean Comission’s influential Scientific Ad-
vice Mechanism group offering the assis-
tance of the ACM experts.

• Europe Technology Policy Committee Chair
Oliver Grau was one of two experts chosen
to conduct a deep dive briefing on AI tech-
nology for a lay audience of EC staff, indus-
try professionals and other technology orga-
nization representatives. Adam encourages
us to visit the ACM Public Policy Statements
page for a complete list of both the US and
Europe Policy Committees’ policy products
produced so far this year.

Larry Medsker is Re-
search Professor of
Physics and was founding
director of the Data Sci-
ence graduate program
at The George Wash-
ington University. He is
a faculty member in the
GW Human-Technology
Collaboration Lab and

Ph.D. program.a Dr. Medsker is a former
Dean of the Siena College School of Science,
and Professor in Computer Science and in
Physics. His research in AI includes work
on artificial neural networks, hybrid intelligent
systems, and the impacts of AI on society and
policy.b. He is the Public Policy Officer for the
ACM SIGAI.

ahttps://wesharescience.com/htc/
bhttp://humac-web.org/
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The ideal value of an AI Cosmology would be
to help the general public, researchers, edu-
cators, and practitioners to devise the truth of
the definition, meaning, applications, and im-
plications of Artificial Intelligence. The pur-
suit of that truth even if through an arbitrary
contrivance would be a noteworthy goal. The
fact of the matter is whether any cosmologi-
cal structure we have hinted at so far tracks
the underlying reality, we cannot escape that
there is an underlying reality. At some point
in time, we (humans) began the endeavor of
trying to replicate the human mind with ma-
chines. There was first an effort to understand
the human mind, describe its inner workings,
and then build machines that could essentially
duplicate the thinking process. Surely this
point in time must mark or at least point to the
Cosmological “Big Bang” for AI. Right?

So far we have pondered whether the evolu-
tion of AI could be divided into epochs. We’ve
considered Machine Learning, Expert Sys-
tems, and Cybernetics as possible epochs
with each reaching back further in the AI time-
line. But where did it all begin? What was
the first epoch? When did we first try to dupli-
cate the thinking and reasoning process within
a machine? When did we first try to repre-
sent the inner workings of the human mind as
a set of instructions? At what point did we try
to replicate the human mind by non-biological
means? Would this point in time constitute the
beginning (Big Bang) of the evolution of what
we now call Artificial Intelligence? We use the
Laws of Physics to describe structures, i.e.,
the beginning, evolution, and fate of the Uni-
verse. We call this structure the Cosmology.
Can the Laws of Thought play a similar role in
our quest for the real AI Cosmology?

If there are Laws of Thought, do we under-
stand what they are? If there are laws for
the thinking process, how are they related to
what we currently call Artificial Intelligence?
George Boole’s An Investigation of the Laws

Copyright c© 2019 by the author(s).

of Thought on Which are Founded the Math-
ematical Theories of Logic and Probabilities
published in 1854 starts off with:

The design of the following treatise
is to investigate the fundamental laws of
those operations of the mind by which rea-
soning is performed; to give expression
to them in the symbolical language of a
Calculus and upon this foundation to es-
tablish the science of Logic and construct
method; to make that method itself the ba-
sis of a general method for the applica-
tion of mathematical doctrine of Probabil-
ities; and, finally, to collect from the var-
ious elements of truth brought to view in
the course of these inquiries some prob-
able intimations concerning the nature of
the human mind.

George Boole was not alone in suggesting
that the operation of the mind or thinking pro-
cess could be represented as a set of laws or
fundamental axioms. Alfred Tarski in his On
Mathematical Logic and the Deductive Method
which first appears in 1936 writes:

Complicated mental processes are en-
tirely reducible to such simple activities
as the attentive observation of statements
previously accepted as true, the percep-
tion of structural, purely external, connec-
tions among these statements, and the
execution of mechanical transformations
as prescribed by the rules of inference.

Gottfried Wilhelm Leibniz suggests that hu-
man reason can be reduced to fundamental
logical calculation. In the Art of Discovery
1685, he writes in a letter to Philip Spener:

The only way to rectify our reasoning
is to make them as tangible as those of
the Mathematicians, so that we can find
our error at a glance, and when there are
disputes among persons, we can simply
say: Let us calculate, without further ado,
to see who is right.
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Logic Machines Epoch

The idea that the operation of the mind and
the thinking process could be represented as
mathematical logic and discrete structures in
a finite form suitable for implementation by a
machine clearly predates the term “Artificial
Intelligence”. In the AI Matters Volume 4 Issue
4 and Volume 4 Issue 2, we’ve presented the
notions of AI epochs. We postulated that we
are currently in the Machine Learning Epoch,
and that prior to that were the Expert System
and Cybernetics Epochs. Now we consider
the Logic Machines Epoch that was powered
by mathematical logic and discrete structures.
The ultimate goal here is to possibly identify
when and what were the first real attempts
at implementing the human thinking process
or the operations of the mind by a machine.
Here is a listing of some examples of Logic
Machines. These Logic Machines reflect at-
tempts at developing a theory, framework, or a
mechanization of the operations of the mind.

• Ramon Llul (1290)
Ars Magna: Paper Machine

• Thomas Hobbes (1651)
Leviathan Book:Theory

• Gottried Leibniz (1688-1689)
Calculus Ratiocinator: Machine Framework

• Charles Stanhope (1775)
Demonstrator: Device

• Charles Babbage (1822-1833)
Difference and Analytical Engines: Ma-
chines

• Semyon Nikoaivich Korsakov (1832)
Comparing Ideas Machine: Machine

• Bernard Bolzano (1837)
Wissenschaftslehre Book: Theory

• George Boole (1847-1854)
Boolean Algebra and Laws of Thought: The-
ories

• William Stanley Jevons (1870-1894)
Logic Piano: Machine

• Friedrich Ludwig Gottlob Frege (1879)
Second-order Logic and Axiomatic Predi-
cate Logic: Theories

• Bertrand Arthur William Russell (1910)
Principia Mathematica: Theory

• Leonardo Torres y Quevedo (1911)
Chess Playing Machine: Machine

• Alfred Tarski (1933)
Theory of Truth: Theory

• Allen Newell (1955-1956,1957)
Logic Theory Machine and General Problem
Solver: Programs

• Alan Turing (1948,1950)
Intelligent Machinery, Turing Test, ”Can Ma-
chines think?”: Theory, Program, Paper

• Allan Newell, Herbert Simon (1976)
Physical Symbol System Hypothesis: The-
ory

Alan Turing is the second to last entry in
this list. He wrote his famous paper “Can A
Machine Think?” in 1950. This is consid-
ered by some as the beginning of the his-
tory of AI. But as you can see, the Logical
Machines Epoch looks like the foundations of
symbolic logic. Many AI systems have used
symbolic logic. Symbolic logic is based on
formal logic which represents propositions as
symbolic structures. Inferencing is performed
by mechanical manipulations of those struc-
tures. In this list, we see early attempts at de-
signing comprehensive knowledge represen-
tation languages, mechanical approaches to
reasoning, and devices/machines that utilized
these methods. Leibniz envisioned such a
device or machine. He developed a frame-
work for the Calculus Ratiocinator or Calcu-
lus Reasoning machine. Its purpose was to
perform logical deductions based on a frame-
work of Characteristica Universalis, a concep-
tual language that was able to symbolically
represents all human thoughts. These sym-
bols would then be manipulated mathemati-
cally by the Ratiocinator that would mechan-
ically deduce all possible truths from a list of
simple thoughts. He stated:

Thus I assert that all truths can be
demonstrated about things expressible in
this language with the addition of new
concepts not yet expressed in it Ñ all such
truths, I say, can be demonstrated solo
calculo, or solely by the manipulation of
characters according to a certain form,
without any labor of the imagination or ef-
fort of the mind, just as occurs in arith-
metic and algebra.

Charles Stanhope developed his own version
of a “Ratiocinator”, not as ambitious, called
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the “Reasoning Machine” or Demonstrator.
Charles Stanhope worked on several logic
machines for 30 years in the late 18th century.
The Demonstrator was a device to solve me-
chanically:

• traditional syllogisms,
• numerical syllogisms,
• elementary probability problems

It could process no more than two premises
and probability problems with no more than
two independent events. Due to these limita-
tions and the fact that it could not solve ’real-
life problems’, Stanhope called it the Demon-
strator.

As the instrument is so constructed
as to assist us in making demonstrations.
I have termed it Demonstrator. It is so
peculiarly contrived as likewise to exhibit
symbolically those proportions or degrees
of probability which it is the object of the
Logic of Probability to discover.

William Stanley Jevons, an economist and lo-
gician, was inspired by the Demonstrator and
developed the Logic Piano in 1869. The Logic
Piano was a series of wooden boards with
combinations of true and false terms. They
were arranged on a rack and a ruler used to
remove certain excluded combinations. The
faceplate above keyboard displayed the en-
tries of the truth table. The keyboard had
black-and-white keys like a piano used to en-
ter the premises. The Logic Piano was the cul-
mination of a long series of inventions by Stan-
hope that aided in the calculation of syllogisms
including a logical alphabet, slate, and stamp
that would quickly produce the lines of a truth
table in a logical argument. Stanhope’s logical
machines used the generate-and-test proce-
dure where all the possible combinations are
generated and the impossible conclusions are
removed. The results are the broadest con-
clusions that could possibly be produced from
the premises. The truth table was more like
a spreadsheet representing all of the logical
combinations. His machine could only pro-
cess four-terms but he planned to develop
a 10-term engine which would have required
enough space to display 1,024 combinations
of its logical alphabet. Figure 1 is an image of
Jevon’s Logic Piano.

Figure 1: William Jevon’s Logic Piano

In each of these epochs, there were what
we now recognize as a hype cycle where it
was believed that we were at the veritable
precipice of duplicating human intelligence by
a machine with all of the rewards and punish-
ments that achievement entails. There were
differently misunderstood, misconstrued, mis-
used, sometimes ambiguous terminologies,
e.g. ratiocinator, automata, cybernetics, and
artificial intelligence which all refer to the same
underlying efforts. In the Logical Machines
Epoch, Charles Babbage and his colleagues
could be considered instigators of a hype cy-
cle in their time. He invented several mechan-
ical devices that he proposed could compute
mathematical and logical functions. The Dif-
ference Engine (in the 1820s) was to calcu-
late and print various kinds of logarithmic and
trigonometric tables and the Analytical Engine
(in the mid-1830s) was to extend its range
into logic and employ abstract symbolic alge-
bra. Neither of these machines was ever com-
pleted. Although Babbage’s intentions were
for his machines to perform mathematical and
logical functions, his colleagues were allowed
to associate mental powers to the Analytical
Engine. Babbage allowed his colleagues to
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do so, creating hype in order to obtain financial
and public support as well as political attention
for his projects. Babbage also made claims
about his engines. In his 1832 book, On
the Economy of Machinery and Manufactures,
Babbage claimed that his Difference Engine
could replace the third section of De Prony’s
work division scheme for producing mathe-
matical tables. The third section was made up
of 60 or 80 people who could add, subtract,
and perform computations and return the re-
sults to the second section for checking. Be-
cause his Difference Engine was not able to
produce complete tables, it was impossible for
him to get financial support for his Analytic En-
gine.

Different time periods, different cultural trends,
different geographical locations, but generally
the same basic motivation, i.e, build a ma-
chine that can duplicate, or simulate the op-
eration of the human brain and mind. Per-
haps this realization can inform our mission to
develop a standard model that identifies and
clarifies what we as researchers, educators,
engineers and practitioners mean by the term
Artificial Intelligence. Figure 2 shows a Venn
diagram of the various disciplines that define
AI.

Figure 2: Venn Diagram of the Disciplines that de-
fine AI.

Benefits of a Standard Model for AI

Is it possible that there is a single standard
model that describes the intersection shown
in Figure 2? If we had such a standard model
would that make it easier to inform and ed-
ucate the public with respect to AI? Would a
standard model of AI make the recruitment of
students and future researchers more straight
forward? Would that standard model support
the notion of a single AI Cosmology? Could
such a model really capture George Boole’s
intention to codify the Laws of Thought, or re-
alize Leibniz’s dream of reducing human rea-
son to logical calculation? How far back in
time do the epochs of imbuing machines with
the operations of the brain/mind extend? Is
there a physics of knowledge that underlies a
single standard model for AI? Stay tuned!
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Abstract

Experiential AI is proposed as a new research
agenda in which artists and scientists come
together to dispel the mystery of algorithms
and make their mechanisms vividly apparent.
It addresses the challenge of finding novel
ways of opening up the field of artificial in-
telligence to greater transparency and collab-
oration between human and machine. The
hypothesis is that art can mediate between
computer code and human comprehension to
overcome the limitations of explanations in
and for AI systems. Artists can make the
boundaries of systems visible and offer novel
ways to make the reasoning of AI transpar-
ent and decipherable. Beyond this, artistic
practice can explore new configurations of hu-
mans and algorithms, mapping the terrain of
inter-agencies between people and machines.
This helps to viscerally understand the com-
plex causal chains in environments with AI
components, including questions about what
data to collect or who to collect it about, how
the algorithms are chosen, commissioned and
configured or how humans are conditioned by
their participation in algorithmic processes.

Introduction

AI has once again become a major topic of
conversation for policymakers in industrial na-
tions and a large section of the public.

In 2017, the UK published Ready, Willing and
Able, a landscape report (House Of Lords Se-
lect Committee, 2018). It clearly states that
“everyone must have access to the opportu-
nities provided by AI” and argues the need

Copyright c© 2019 by the author(s).

for public understanding of, and engagement
with AI to develop alongside innovations in the
field. The report warns of the very real risk
of “societal and regional inequalities emerg-
ing as a consequence of the adoption of AI
and advances in automation” (Ibid.). It also
assesses issues of possible harm from mal-
functioning AI, and resulting legal liabilities.
However, it stops short of considering more
pervasive downsides of applying AI decision-
making across society. Alongside the some-
times exaggerated claims of AI’s current or
immediate-future capabilities, a broader set
of fears about negative social consequences
arise from the fast-paced deployment of AI
technologies and a misplaced sense of trust in
automated recommendations. While some of
these fears may themselves be exaggerated,
negative outcomes of ill-designed data-driven
machine learning technologies are apparent,
for example where new knowledge is formu-
lated on undesirably biased training sets. The
notorious case of Google Photos grouping
some humans with primates on the basis of
skin tone offered a glimpse of the damage that
can be done. Such outcomes may not be lim-
ited to recommendations on a mobile phone:
social robots share everyday spaces with hu-
mans, and might also be trained on impover-
ished datasets. Imagine, for example, a driver-
less car not recognizing specific humans as
objects it must not crash into. So much for
Asimovs laws!

Accountability and explainability in AI

The AI community has, of course, not been
silent on these issues, and a broad range of
solutions have been proposed. We broadly
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classify these efforts into two related cate-
gories: accountability and explainability.

The first category seeks to identify the tech-
nical themes that would make AI trustwor-
thy and accountable. Indeed, we can see
AI technologies are already extending the do-
mains of automated decision making into ar-
eas where we currently rely on sensitive hu-
man judgements. This raises a fundamen-
tal issue of democratic accountability, since
challenging an automated decision often re-
sults in the response “it’s what the computer
says”. So operators of AI need to know the
limits and bounds of the system, the way that
bias may present in the training data, or we
will see more prejudice amplified and trans-
lated to inequality. From the viewpoint of AI
research, there is a growing scientific literature
on fairness (Kleinberg, Ludwig, Mullainathan,
& Rambachan, 2018) to protect those other-
wise disenfranchised through algorithmic de-
cisions, as well as engineering efforts to ex-
pose the limitations of systems. Accountabil-
ity can be a deeper property of the system too:
for example, an emerging area of AI research
looks at how ethical AI systems might be
designed (Conitzer, Sinnott-Armstrong, Borg,
Deng, & Kramer, 2017; Halpern & Kleiman-
Weiner, 2018; Hammond & Belle, 2018).

The second category investigates how the de-
cisions and actions of machines can be made
explicable to human users (Gunning, 2017).
We are seeing a step change in the number
of people both currently and potentially im-
pacted by automated decisions. Whilst the
use of algorithms can now be said to be com-
mon (Domingos, 2015), concerns arise where
complex systems are applied in the gener-
ation of sensitive social judgments, such as
in social welfare, healthcare, criminal justice,
and education. This has led to a call to limit
the use of “black box” systems in such set-
tings (Campolo, Sanfilippo, Whittaker, & Craw-
ford, 2017). However, if one asks for a ra-
tionale for a decision, usually none is given,
not least because those working in organisa-
tions using automated decision-making do not
themselves have any insight into what the al-
gorithms driving it are doing. This is a form
of conditioning, creating passivity rather than
engagement. At the other extreme, if peo-
ple do not understand the decisions of AI sys-
tems, they may simply not use those sys-

tems. Be that as it may, progress in the field
has been exciting but a single solution is elu-
sive. Some strands of research focus on using
simpler models (possibly at the cost of pre-
diction accuracy), others attempt “local” ex-
planations that identify interpretable patterns
in regions of interest (Weld & Bansal, 2018;
Ribeiro, Singh, & Guestrin, 2016), while still
others attempt human-readable reconstruc-
tions of high-dimensional data (Penkov & Ra-
mamoorthy, 2017; Belle, 2017). However, this
work addresses explainability as primarily a
technical problem, and does not account for
human, legal, regulatory or institutional fac-
tors. What is more, it does not generate the
kind of explanations needed from a human
point of view. A person will want to know
why there was one decision and not another,
the causal chain, not an opaque description
of machine logic. There are distinctions to be
explored between artificial and augmented in-
telligences (Carter & Nielsen, 2017), and a
science, and an art, to be developed around
human-centred machine learning (Fiebrink &
Gillies, 2018).

For there to be responsible AI, transparency is
vital, and people need comprehensible expla-
nations. Core to this is the notion that unless
the operation of a system is visible, and peo-
ple can access comprehensible explanations,
it cannot be held to account. Even when an
explanation can be provided, this may not al-
ways be sufficient (Edwards & Veale, 2017)
and more intuitive solutions are required to,
for example, understand the changing rela-
tions between data and the world, or inte-
grate domain knowledge in ways that connect
managers with those at the frontlines (Veale,
Van Kleek, & Binns, 2018). In Seeing with-
out knowing, Ananny and Crawford argue re-
search needs not to look within a technical
system, but to look across systems and to
address both human and non-human dimen-
sions (Ananny & Crawford, 2018). They call
for “a deeper engagement with the material
and ideological realities of contemporary com-
putation” (Ibid.).

Artists addressing such AI challenges

There is a mature tradition of work between
art and technology innovation going back to
the 1960s and 1970s (Harris, 1999; Gere,
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Figure 1: Neural Glitch 1540737325 Mario Klingemann 2018
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2009). Artists are beginning to experiment in
AI as subject and tool, and several high pro-
file programmes are a testament to the fertility
of this field (Zentrum fur Kunst und Medien,
2018; Ars Electronica, 2018). Such practice
can create experiences around social impacts
and consequences of technology, and create
insights to feed into the design of the technolo-
gies (Hemment, Bletcher, & Coulson, 2017).

One theme evident among artists working with
machine learning algorithms today, such as
Mario Klingemann1 and Robbie Barrat2, is to
reveal distortions in the ways algorithms make
sense of the world – see Figure 1 for an exam-
ple. This kind of approach enables the char-
acter of machine reasoning and vision to be
made explicit, and its artifacts to be made tan-
gible. This, in turn, creates a concrete arte-
fact or representation that can be used as an
object for discussion and to spark further en-
quiry, helping to build literacy in those sys-
tems.

In the contemporary experience of AI, the dis-
turbing yet compelling output of DeepDream
has shaped our view on what algorithms do,
although it is questionable how representative
this is of deep network structures, or whether it
is a happy accident in machine aesthetics. Ei-
ther way, it has prompted artistic exploration of
the social implications of AI, with projects us-
ing deep learning to generate faces (Plugging
50,000 portraits into facial recognition, 2018)
and Christies auctioning neural network gen-
erated portraits (Is artificial intelligence set
to become arts next medium?, 2018). Go-
ing beyond the typical human+computer view,
artists are questioning the construction of prej-
udice and normalcy (http://mushon.com/
tnm, 2018), and working with AI driven pros-
thetics, to open possibilities for more intimate
entanglements (Donnarumma, 2018).

Art can both make ethical standards concrete,
and allow us to imagine other realities. While
high-level ethical principles are easy to articu-
late, they sit at a level of generality that may
make their practical requirements less obvi-
ous. Equally, they signal the existence of clear
solutions, externalise responsibility, and ob-
scure the true complexity of the moral prob-
lems resulting from socially situated AI. Ethical

1http://quasimondo.com/
2https://robbiebarrat.github.io/
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issues must be concretely internalised by de-
velopers and users alike to avoid failures like 
Cambridge Analytics or the Facebook Emo-
tional Contagion experiment (Jouhki, Lauk, 
Penttinen, Sormanen, & Uskali, 2016). Expe-
riential approaches (Kolb, 2014) can act as a 
powerful mechanism, and embedding relevant 
experiences in a story-world through narrative, 
and especially role-play, can generate safe re-
flection spaces,” as for example Boal’s Forum 
Theatre (Boal, 2013).

Accountability is variously addressed. Joy 
Buolamwini works with verse and code to 
challenge harmful bias in AI3, while Trevor Pa-
glen constructs a set of rules for algorithmic 
systems in such a way as to uncover the char-
acter of that rule space4. A thriving commu-
nity of practitioners from across the arts and 
sciences is working to avoid detection 5 or 
trick classification systems (Sharif, Bhagavat-
ula, Bauer, & Reiter, 2016). Such artistic ex-
periments bring to life and question what an 
algorithm does, what a system could be used 
for, and who is in control.

Experiential AI theme and call for
artists

The field o f E xperiential A I s eeks t o engage 
practitioners in computation, science, art and 
design around an exploration of how humans 
and artificial i ntelligences r elate, t hrough the 
physical and digital worlds, through decisions 
and shaping behaviour, through collaboration 
and co-creation, through intervening in exist-
ing situations and through creating new con-
figurations.

The Experiential AI theme begins with a call 
for artists in residence, launched in August 
2019, as a collaboration between the 
Experiential AI group at University of 
Edinburgh, Ars Electron-ica in Linz, and 
Edinburgh International Festi-val 6. The focus 
is on creative experiments in which AI 
scientists and artists are jointly en-gaged to 
make artificial intelligence and ma-chine 
learning tangible, interpretable, and ac-

3https://www.poetofcode.com/
4http://www.paglen.com/
5https://cvdazzle.com/
6https://efi.ed.ac.uk/art-and

-ai-artist-residency-and-research
-programme-announced/
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cessible to the intervention of a user or au-
dience. The ambition is to help us think dif-
ferently about how algorithms should be de-
signed, and open possibilities for radically new
concepts and paradigms.
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Crosswords
Adi Botea (IBM Research, Ireland; adibotea@ie.ibm.com)
DOI: 10.1145/3320254.3322194

A 2 3 4 5 6 7 8 9 10 11 12

13 C 14

15 M 16

17 18 19

20 S 22

23 24 I 25

26 G 27

28 29 30 31 A 32 33 34

35 36 I 37

38 39 40

41 42 43 44 A
45 46 C
47 48 M

Across: 1) One mocking remark 7) Elite
groups 13) In short supply 14) Ahern, Irish
politician 15) The most uninspiring 16) The
most uncovered 17) Good-quality rock 18)
The most impacted by the cloud 20) Canadian
prov. 21) Sound in the head 22) Boolean con-
stant 23) Baltic state 25) Wave-amplifying de-
vice 26) Word game 28) Muscle pain 31) Cars
with flexible protection 35) Damage 36) City in
Italy 37) Respond emotionally 38) Times be-
tween 40) It is shorter 41) Internet device 42)
Old coin from todays Istanbul 45) Pressed to
serve a side dish 46) Immediately 47) Baby
birds 48) Use a coupon

Down: 1) Known to have a serious inclina-
tion 2) Frightens 3) Spell out 4) Before... be-
ing old 5) Enterpr. Comput. Serv. 6) Adapt a
learning-based system 7) Cornish, actress
and rapper 8) To be slightly off the borderline
as a reviewer 9) Annoying thing 10) Acts like a
supervisor 11) Paper towel 12) Basic method
in object oriented programming 19) A mixture
of characters 21) Educational programming
language developped from... Scratch 24) De-

Copyright c© 2019 by the author(s).

vice that measures electrical resistance 25)
The three wise men 27) Pocket-size source
of energy 28) Tweets live 29) Finished 30) Art
in Barcelona 32) Fuel component 33) Man of
royal descent 34) Operating in IT 36) An-
gry ones in an AI competition 39) Smell badly
43) Summer in Provence 44) Brief reference
to the horoscope signs

Hint: When the solution to a clue has two
words, a thick red bar in the grid shows the
separation between the two words.

Acknowledgment: I thank Karen McKenna
for her feedback. The grid is created with the
AI system Combus (Botea, 2007).
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